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Introductory remarks

Hallvard Fossheim and Helene Ingierd

The Norwegian National Committees for Research Ethics

«Internet research» does not make up one unified object. The
term denotes a wide array of research on Internet activities and
structures, as well as research that utilizes the Internet as a source
of data or even of processing. There is still good reason to make
Internet research the unifying topic of an ethical treatment, how-
ever, for many forms of Internet research confront us with the same
or similar ethical challenges.

In a given Internet research project, there is sometimes real
worry or disagreement about what will constitute the best solution
from an ethical point of view. It is relevant to this state of affairs
that the relative novelty of the technology and practices involved
can sometimes make it difficult to see when two cases are ethically
similar in a relevant way and when they are not. Similarly, it is not
always entirely clear whether and to what extent we may transfer
our experiences from other areas of research to Internet research.
In some respects, Internet research seems to be part of a broader
technological development that confronts us with substantially
new challenges, and to the extent that this is true, there will be less
of a well-established practice on how to handle them. Some of these
challenges also seem to apply to the judicial sphere when it comes
to formulating and interpreting relevant laws.

To provide something by way of a very rough sketch of the sort

of issues that confront us, many of the ethically relevant questions
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voiced about Internet research concern personal information, and
are posed in terms of access, protection, ownership, or validity.
These questions are especially relevant when the research concerns
what is often referred to as Big Data, our amassed digital traces
constituting enormous data sets available to others. The fact that
much of this information has been created and spread willingly
generates complex questions about degrees of legitimacy for the
researcher who chooses to appropriate and recontextualize that
information, sometimes also with the potential of re-identification
through purportedly anonymized data. The issues are naturally
made even more complex in cases of third person information, or
where the individual is a child or young person.

Person-related information that is available online to researchers
(and others) covers the entire spectrum from the trivial and com-
monly known to the deeply sensitive and personal. Along another
ethically relevant axis, one encounters information that is openly
available to anyone interested at one extreme, and information
that is protected by access restrictions or encryption at the other
extreme.

There is also the question of the impact that research can have on
the object of research, i.e., whether there is a risk of harm to par-
ticipants, and whether and to what extent one should demand that
the research constitutes a good to others besides the researcher.
This is a feature shared by all research on human beings. But in the
case of Internet research, it is often the case that the impact (and
the importance of the impact) are particularly difficult to foresee;
think, e.g., of how research on an individual or a group online can
affect those people’s behavior, either as a direct consequence of the
researcher’s presence or as an indirect consequence of the publica-
tion of the results.

Moreover, in much Internet research, the data that is collected,

systematized, and interpreted is generated in contexts other than

10



INTRODUCTORY REMARKS

those of research. Questions arise as to when exceptions from
consent are justified, as well as to how consent may be obtained in
a voluntary and informed manner in an online setting. In research
on or with human beings, voluntary informed consent constitutes
a sort of gold standard, deviations from which in most contexts
require special justification. While the requirement of voluntary
informed consent is grounded in respect for research subjects, a
related strategy for ensuring ethically responsible practice in cases
where consent might not be required is to take steps to inform the
relevant persons about the research that is carried out.

Finally, it bears mention that ten years ago, there was precious
little hint of how important social media would be today, and it is
as difficult - i.e., impossible - for us to predict what might appear
on our online horizon in the coming years. So while sorting out
the ethically salient differences between practices and platforms is
of great importance for finding responsible ethical solutions, we
should also keep in mind the importance of realizing that both
habits and technology can change the premises of the discussion
swiftly and dramatically.

In his contribution, Dag Elgesem discusses research on social media
and the requirements relating to information and consent. With
regard to the requirement of consent, he argues that there is a cru-
cial distinction between a situation in which participating in the
research entails a risk of harm, and a situation in which there is no
such risk, but the research challenges the individual’s control over
information about herself.

As Internet research evolves, there is also a great need for knowl-
edge about the legal requirements related to using the Internet as a
data source. In her contribution, Katrine Segadal gives an overview
of the key legal documents regulating this area of research. While

11
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the main rule is that that the processing of personal information
should be based on informed consent, this is not a rule without
important exceptions.

Charles Ess focuses on how our understandings of human self-
hood and identity have begun to shift towards relational concep-
tions. These shifts are accompanied, he points out, by changing
conceptions regarding morality and responsibility. For example,
the obligation to protect privacy is not only an obligation vis-a-vis
the individual, but also an obligation towards groups.

Marika Liiders discusses research on online practices, using two
examples from her own research. Even though there is a potential
public character of the content and people being studied, this does
not warrant the public display and exposure of the research sub-
jects, she argues. She holds that traditional research ethics, secur-
ing the privacy of the research subject, remains a key obligation,
and so a primary challenge is how to conduct this type of research
without compromising the individuals being studied.

Elisabeth Staksrud addresses pressing questions raised by
research on childrens online communication. She highlights the
importance of including children when researching online envi-
ronments. Drawing on examples, she provides input as to how this
aim may be accomplished in a responsible manner.

Kari Steen-Johansen and Bernard Enjolras focus on the use of Big
Data in research. Recognizing that Big Data presents researchers
with new opportunities for analyzing social phenomena, they also
stress how such data has its limitations and introduces a set of new
ethical and practical challenges, not least related to how ownership
and access to data are regulated.

Anders Olof Larsson deals with ethical and methodological chal-
lenges arising when gathering masses of data from social media
services, such as Twitter and Facebook. Besides articulating a

related range of difficulties having to do with discerning ethically
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salient differences from one form of social media service to another,
Larsson also discusses how differences in access among researchers
might constitute a problem in its own right.

Robindra Prabhu makes the point that while we should attend
to the pressing concerns relating to privacy and integrity that are
raised by Big Data, we should not lose sight of the many issues that
fall outside the traditional privacy debate relating to the effects
the use of these data may have on human activities. He argues
that these new challenges will require strong governance and legal
protections.

13



Consent and
information - ethical
considerations when
conducting research on
social media

Dag Elgesem

Department of Information Science and
Media Studies, University of Bergen

Dag.Elgesem@infomedia.uib.no

Introduction

My topic is research on social media and the requirements regard-
ing information and consent arising from such research. This arti-
cle will primarily discuss the responsibility of researchers for giving
due consideration to their research participants. It is also impor-
tant to remember, however, that the value of the research is an
ethical consideration that must be given weight, as the Norwegian
National Committees for Research Ethics (NESH) points out in its

guidelines on Internet research (NESH, 2003, point 1):

Research on the Internet is valuable both because it can generate
insight into a new and important communication channel and

because the Internet provides the opportunity to study known
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CONSENT AND INFORMATION

phenomena (e.g. formation of norms, dissemination of information,

communication, formation of groups) in new ways.

The requirements regarding information and consent when conduct-
ing research on social media are not essentially different from other
research involving people’s participation. However, research is con-
ducted in contexts that are structured by technologies and in which
the conditions for communication are not always as clear or known
for everyone involved. This applies in particular to the boundaries
between the public and private spheres, which are often drawn in
new ways and which therefore cause us in some cases to be uncer-
tain about which requirements regarding information and consent
should apply. But not everything is equally unclear. In cases where a
service is both password protected and entails sensitive information,
such as a personal Facebook profile, it seems obvious that the usual
requirements regarding consent must apply. In contrast, I argue in
this chapter that there are weaker grounds for obtaining consent to
use non-private information that individuals themselves have made
available in a public forum, such as postings about political issues
in debate forums in online newspapers or on Twitter. I argue that in
some cases research on social media is ethically responsible without
consent and that the interests of those involved may be safeguarded

in other ways.

Consent

A useful starting point for this discussion is the model developed
by McKee and Porter (2009, p. 88), shown in Figure 1 below, which
identifies four factors that affect the need to obtain consent when
research is conducted on and outside of the Internet: degree of
accessibility in the public sphere, sensitivity of the information,
degree of interaction with the research participants and the vulner-

ability of the research participants.
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Factors affecting consent

Publicvs  Topic Degree of  Subject Is Consent

Private Sensitivity Interaction  Vulnerability | Necessary?
Private High High High Likely
Public Low Low Low Not leely

Figure 1 Factors affecting the requirement regarding consent (McKee and Porter,
2009,p.88)

McKee and Porter’s model identifies some of the sources of the
uncertainty surrounding the requirements regarding consent when
conducting research on social media: the ethically relevant factors
(public versus private, sensitivity, interaction, vulnerability) are
present in varying degrees and may occur in various combinations.
It is therefore difficult to formulate simple, general rules, and on
this basis McKee and Porter recommend a case-based approach
with concrete assessments of the ethical issues raised by various
research projects.

It is clear that the four factors affecting requirements regarding
consent in McKee and Porter’s model are not unique to research
on the Internet, but are relevant in all research on communication.
However, what complicates matters is that the boundaries between
the private and public spheres appear in new ways, and the techno-
logical context creates new forms of interaction. This means that our
ethical intuition about how we should regard these aspects is less clear.

16



CONSENT AND INFORMATION

In a number of often cited works, danah boyd has identified
some properties of what she calls the «networked public sphere»,
which give communication on the Internet a character different

from communication in other channels (boyd, 2008, p. 26 ff):

o Persistence: postings on the Internet are automatically regis-
tered and stored;

o Replicability: content in digital form can be duplicated without
cost;

o Invisible audiences: we do not know who sees our postings.

o Searchability: content in the networked public sphere is very

easily accessible by conducting a search.

These are interesting and important observations of some of the
special features of Internet communication, which also shed
light on why issues related to consent in research on the Internet
may be more difficult to assess than other types of research. For
example, since it may be unclear who the audience is for post-
ings on the public sphere of the Internet, it is also more unclear
who the postings in this sphere are intended for, and thus it is
more difficult to assess whether the use of communication in
research conflicts with this intention. The question is whether
or not the use of information is related to a purpose different
from the original one. A clear «yes» to this question will nor-
mally result in a requirement to obtain consent. The problem is
that there is no clear delimitation of the target in much of the
communication on the Internet because the intended audience
is not restricted by the context of the communication. Examples
of postings in which the audience is «invisible» and not clearly
defined are replies in a comment field in an online newspaper, a
Twitter post or an article in a blog. Below I return to the question
of which role consent should play in research on media with an
invisible audience.

17
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By the same token, not all communication on the Internet has all
of these properties to the same degree. Not all Facebook content is
searchable by everyone, and we know who the audience is for the
comments we post there (if we have set our privacy settings cor-
rectly). Often the ethical requirements regarding research will be
stricter when the communication does not have the four properties
identified by boyd because this communication is more private.

I share McKee and Porter’s view that it is difficult to give sim-
ple, general rules for assessing when the requirement regarding
consent should apply, and that it is necessary to make concrete
assessments on a case-by-case basis. However, I will argue that
there is an ethically relevant distinction between situations in
which participating in the research entails a risk of harm or dis-
comfort and those in which there is no such risk but the research
nonetheless challenges the individual’s interest in retaining con-
trol over information about himself/herself. Although the bound-
ary here is fluid, and breaches of personal privacy are of course
burdensome, I believe the two situations are different in ethically
relevant ways. In the first case, there must be a requirement to
obtain consent, whereas information and consent in the other
type of situation is an important consideration, which in some
cases may be weighed against other considerations. I will argue
that research on certain types of communication on social media,
such as political postings on Twitter, may be conducted without
obtaining consent.

Situations in which there is a risk of discomfort or harm trigger
an unconditional requirement to obtain consent: It must be up to the
potential research participant to decide whether to subject himself/
herself to the relevant risk or discomfort. As mentioned in the intro-
duction, I believe that assessments related to the value of the research
and its quality are relevant considerations in an ethical assessment,
but in situations in which there is a risk of discomfort or harm, the

18
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consideration given to the value of the research will not diminish the
requirement to obtain consent. My view — and I think I am in line
with the NESH guidelines - is that if it is not possible to obtain par-
ticipants’ consent in projects that entail such risk, the research can-
not be carried out. Allow me to illustrate this point with an example:

Example 1: Research on Internet dating
services

A group of economists in one of Norway’s neighbouring countries
wanted to study preference patterns of partner selection on Internet
dating sites. Simply explained, the researchers created fictional pro-
files on the dating site, some of women and some of men. The pro-
files had some similar features, but were different with regard to
income, education and ethnicity. The researchers wanted to find
out what difference these features made in the market for partners.
For each variable the researchers planned to contact a random
sample of (real) persons on the dating site and register the features
of the profiles of those who responded and those who did not. After
the data was collected, the researchers would tell those who had
answered the inquiries that they were no longer interested.

The project, which as far as I know was never carried out,* aimed
to shed light on an increasingly popular phenomenon in the social
network which provides new ways of finding a partner with con-
sequences we know very little about. The methodological design of
the project also seemed to be well planned. But this could hardly
make up for the project’s ethical problems. Firstly, the project had a
hidden agenda in which it was essential that those involved did not
know the real purpose of the inquiries. They did not even know that

they were objects of research. Moreover, people who post a profile

1 Personal communication.
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on a dating site are in a vulnerable situation, and the research activ-
ity may trigger burdensome emotional processes resulting from
dashed hopes and disappointment. So although it could be argued
that a project like this is interesting and increases insight into an
important phenomenon, consideration towards the people who are
the object of the research indicates that the project should not be
carried out in this form.

Retaining control over one's own
information

Ethical challenges related to personal privacy arise when the
research infringes on the individual’s interest in retaining control
of information about himself/herself. The problem here is not nec-
essarily that the research may be burdensome, as in the example
above, but whether the research shows reasonable respect for
the individual’s integrity and interest in retaining control of his/
her own information. Respect for personal privacy indicates that
consent to use information about an individual in a research proj-
ect should normally be obtained, although I will argue that this
consideration is weaker than the requirement to avoid the risk of
harm and discomfort.

In situations where the research will challenge the individual’s
interest in retaining control of information about himself/her-
self, this interest should normally be protected through consent
obtained by the researcher. By the same token, I believe there
are situations, especially when consent is very difficult to obtain,
in which consideration for the value of the research may make it
defensible to implement the project without consent. I return to
this matter below. But let us first look at an example of research
on social media that is clearly problematic from the perspective of

personal privacy.
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Example 2: Research on Facebook?

In 2008, US researchers made the Facebook profiles of an entire
class of students from an unidentified US college available on
the Internet. The dataset contained 1,700 profiles from the stu-
dents’ first academic year in 2006. Comparable data were also col-
lected from the two subsequent years, which were planned to be
published at a later time. Making the data publicly available was
done in accordance with requirements imposed by the project’s
public funding source to allow other researchers to reuse the data.

The data was collected by research assistants who were also
members of the Facebook network, but the other students had not
given their consent to the use of the information in the research
project. However, the information was made less identifiable and
less sensitive before it was published by deleting the students’
names and identification numbers and removing the most sensitive
information about their interests. Thus the information published
was not directly identifiable, and it could only be used for statistical
purposes.

The researcher responsible for the project defended the project
on the grounds that the research would not entail a risk or burden
for the people involved. «We have not accessed any information
not otherwise available on Facebook. We have not interviewed any-
one, nor asked them for any information, nor made information
about them public (unless, as you all point out, someone goes to
the extreme effort of cracking our dataset, which we hope it will be
hard to do).»?

As it turned out, however, it was possible to identify the school
in question. But the most important objection raised in the discus-

sion about the project was the method of data collection. Zimmer

2 The description is based on Zimmer (2010).
3 Quoted in Zimmer (2010), p. 316.
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criticized the absence of consent to collect information as under-
mining the condition for communication between the members

within the network.

While the information was indeed available to the RA, it might have
been accessible only due to the fact that the RA was within the same
«network» as the subject, and that a privacy setting was explicitly
set with the intent to keep that data within the boundaries of that
network. Instead, it was included in a dataset released to the general

public.

In my view, Zimmer’s objection is reasonable. Facebook is a
system in which participants create a framework of protected
communication with selected friends by logging in and actively
choosing who they want to share information with. Participants
in the network express clear preferences about the limitation of
access to information about themselves through their privacy
settings on their profiles. Using the information for research
therefore violates the conditions on which the participants’ com-
munication is based, although it is correct as the researchers
pointed out that they did not do anything to expose the students
to risk or discomfort.’ The case exemplifies how data collection
on the Internet can undermine the individual’s interest in retain-
ing control of the information about himself/herself, and thus
trigger the requirement to obtain consent. The case also illus-
trates that this requirement may arise even though the research
subjects are not exposed to any risk or burden. I will nonethe-
less assert that there is an ethically relevant distinction between
research that results in a risk or burden for the participants and

research that does not.

4 Zimmer, 2010, p. 318
5 There are open profiles on Facebook, e.g. open groups or open political profiles
which, in my view, should not require consent in order to be used in research.
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Reasonable expectation - of what?

In a system with a log-in function and privacy settings that limit
access to personal information, it is clear in my view that consid-
eration for the individual’s interest in retaining control of infor-
mation about himself/herself triggers a requirement to obtain
consent. However, in contexts where the communication channel
is more open, it is not as clear. In that case, some of the other fac-
tors identified by McKee and Porter may play a role: degree of vul-
nerability, sensitivity and degree of interaction with the research
participants. I will return to this point, but first I want to discuss a
particular way of formulating the requirement regarding control
over information about oneself. Many have proposed that infor-
mation should not be used without consent if the people being
studied do not have an expectation that the information will be
used in research. It is natural to formulate it in this way, e.g. in the
assessment of research on Facebook profiles (discussed above).
Hoser and Nitschke (2009) are among those who have spoken in
favour of such a formulation of the consent requirement in research

on social network services.

Thus, we could establish a simple rule: The data someone posted,
e.g. in a social network site or newsgroup may be used in the context
and by the audience he or she intended it for. The intended audi-
ence is, even if it is large and not personally known to the user, the
«community» he or she joined. So nobody else should be allowed to
use, without consent, the data generated in such a site. Researchers
are probably not the audience an average user intends to reach by
his or her postings and serving as a research object is normally not
the purpose an average user has in mind when posting on a social

network site or in a newsgroup.°

6 Hoser and Nitschke, 2009, page 185-186, my emphasis.
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We see that the authors do not qualify which types of network ser-
vices they believe should require consent, e.g. whether or not there
is a log-in function. It appears they believe that if the postings were
not intended for researchers, they should not be used in research.
But if we formulate the criteria in this way, it will imply a consent
requirement for all research, including for comments posted in the
public sphere, e.g. postings in a debate forum in an online news-
paper. There are two problems connected with this. One is that in
some cases it is so difficult and resource intensive to obtain con-
sent, such as from everyone who has participated in a debate on
Twitter, that it is not possible in practical terms. The other problem
is that it seems unreasonable to require consent in cases where peo-
ple themselves seek public attention for their views, such as about

political issues on Twitter. Let us look at an example.

Example 3: Research on political debate
on Twitter

A Norwegian and a Swedish researcher” wanted to compare the
political discussion on Twitter in connection with the elections
held in 2012 (Sweden) and in 2011 (Norway). They used a pro-
gram (TwapperKeeper) that downloads messages from Twitter
related to certain #-tags, e.g. #elecl2o10. They collected 100,000
messages from 9,000 individuals, which they made the object of
qualitative analyses and network analyses. The question of which
requirements regarding information and consent should apply in a
study like this was raised in the dialogue with the Regional Ethical
Review Board in Uppsala, Sweden, and the Data Protection Official
for Research (NSD) in Norway. After some time, approval to imple-
ment the study in both locations without a consent requirement

was received. In the assessment it was also pointed out that it would

7 Moe and Larsson (2012).
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be difficult to obtain consent. The researchers’ argument in this
context was that the postings constituted political discussion in the
public sphere, and should therefore be available for research with-

out restriction.

Everything that gets tweeted is public, but all of it is not necessarily
for the public. Still, we would argue that the setting of our project -
thematically tagged communication about an upcoming election —

is public, and that the users could be expected to share that view.®

Note that they do not assert that all communication on Twitter
should necessarily be available for research without consent: There
may be communication on Twitter that should be protected. They
argue for their conclusion on the basis of a concrete assessment
that the channel is open, the topic is of a general political nature
and the condition for discussion is that people are seeking attention
for their views in a public debate.

Such a concrete assessment of how researchers should regard
communication in open forums is in keeping with NESH guide-
lines. On the one hand, NESH says that research on open forums

may be conducted without obtaining consent.

As a general rule, researchers may freely use material from open
forums without obtaining consent from those who have produced
the information or those about which the information applies. For
example, a researcher may freely use information obtained from the

coverage an online newspaper has gathered about an issue.’

At the same time, NESH empbhasizes in its guidelines that informa-
tion that appears in open forums may also require researchers to
exercise caution when disseminating research results, e.g. due to
topic sensitivity or the subjects’ vulnerability.

8  Moeand Larsson, 2011, p. 122.
NESH, 2003, point 4.
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I argued above that it is unreasonably limiting to formulate a
general requirement regarding consent if the subjects do not expect
that researchers will obtain access to the information. In my view,
the Twitter project discussed above is an example of a project in
which the subjects do not necessarily expect that researchers will
study their postings, but in which the research must nonetheless be
said to be acceptable. My view is that research may be compatible
with the premises for the communication situation even though
the participants do not actively expect that researchers will gain
access to it.

There is a logical difference between an expectation that some-
thing will not occur and the absence of an expectation that it will
occur. The first implies the second, i.e. if the expression to the left
of the arrow is true, the expression to the right of the arrow must
also be true:

expect not-A — do not expect A,

- but the opposite does not follow.

If there is an expectation that people on the outside will not gain
access, as was the case in the Facebook example, then it is a breach of
this expectation to use the information in research without consent.
While in the Twitter example most of the debaters do not expect that
the information will be used in research, neither is it a reasonable
expectation, given the context, that the information will not be used
in research. Thus, in the latter instance the researchers’ access to the

information does not undermine the premises for communication.

The need for protection against
identification

But even though researchers’ access to the information does

not necessarily undermine the premises for communication,
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researchers will often need to give special consideration to this
when disseminating their results. For instance, there are chal-
lenges related to the fact that quoting from the Internet makes it
easier to search for the person being quoted. The question here is
whether the further use of the research presents challenges, espe-
cially if identification is burdensome. The ethical assessments that
this type of situation raises are different from those we has seen
above, because the data collection in itself is burdensome or clearly
infringes on the individual’s interest in retaining control of infor-
mation about himself/herself.

Also in cases where the researchers’ access to information does not
necessarily undermine the premises for communication, there may
often be grounds to require consent to use the information in research,
because the information is sensitive or the persons concerned are
vulnerable. NESH mentions this consideration in its guidelines:

Persons whose personal or sensitive information appears in an open
forum are entitled in a research context to have such information
used and disseminated in an appropriate manner. Living persons are
also entitled to control whether sensitive information about them-
selves may be used for research purposes. The potential to trace an
informant’s identify is greater when using digital forums compared
with other information channels [...]. Researchers must anonymize

sensitive information that they make use of.*

Regarding the third point, the assessment is more complex and the
consideration for research is clearer. In this case, obtaining consent is
not the only means of taking research participants into account. One
alternative is to refrain from identifying the participants, but in this
case a concrete assessment must be made of the specific case; it is not

possible to formulate rules that can be used more or less mechanically.

10 NESH, 2003, point 6.
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This also means that cases will appear in this landscape where it is not

so easy to draw clear conclusions. Let me give an example.

Example 4: Research on Internet
communication about mental health
problems

A Swedish project, described in Halvarson and Lilliengren (2003),
wanted to investigate ordinary explanations for interpersonal
problems. They wanted to learn which strategies average people
without formal training in psychology use when they discuss strat-
egies for tackling life crises and personal problems. The research-
ers wanted to study this by monitoring open Internet forums. The
participants in these forums shared their personal histories, gave
advice and support to others, and related their own problems.
There were many young users on the websites, and the research-
ers were especially concerned with how they communicated about
their problems. The researchers did not obtain consent to gather
this information or to quote from it.

In my view, the most difficult question in this connection is
whether the researchers should quote the participants’ postings,
especially because it involves comments with sensitive informa-
tion involving a vulnerable group. Halvarson and Lilliengren argue
that it is not necessary to obtain consent to gather the informa-
tion. They believe that the researchers’ observation of the discus-
sion in this open forum does not entail any risk or burden for the
participants. Moreover, they point out that this is an openly avail-
able forum and that the researchers’ observation and registration
of the communication does not limit the participants’ control over
information about themselves. The question could be raised as to
whether all the participants are aware of this openness to the same

degree, but let us assume that the researchers are correct. They also
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argue that the project is beneficial by pointing out that it is impor-
tant to understand ordinary psychological explanations. Such
explanations are the most important resource used by most people
to tackle personal and interpersonal problems, and it is important
to understand the basis for the strategies people use, e.g. for provid-
ing a basis for improving professional treatment. In addition, the
researchers believe that there is no other alternative to observing
natural communication, such as by setting up a discussion group
and inviting people to participate in it. In this case, they believe that
the recruitment would be biased and that they would not have got
very many participants.

The question that remains, if they are correct that gathering infor-
mation without consent is acceptable, is how the researchers should
handle the information they collect when they disseminate their
results. The two researchers chose to quote from the postings on the
forum without giving the pseudonyms that the young people use
when they participate in the discussions. The argument for this is that
people often use the same pseudonym for several different Internet
services, so that the names can be used in a search to find them in
other places and thus help to identify them. But should the research-
ers have asked for consent to use the quotes they gathered? Halvarson
and Lilliengren discuss this question and conclude that asking for
consent could negatively affect communication in the forum:

When studying private explanatory systems at this specific venue,
obtaining informed consent is not a practical problem. All infor-
mants can be contacted via their public e-mail address and thus
asked for consent to quote their postings. However, it is difficult to
know how this would affect their experience and future use of the
venue. If it were to be perceived as an intrusion it could have nega-

tive effects and violate later participation in discussions.™*

11 Hallvarson and Lilliengren 2003, p. 130.
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The problem is that those who receive such an inquiry might
regard it as intrusion, which would decrease their interest in taking
part in the forum in the future. This is obviously an important con-
sideration. But if the researchers believe people may dislike it if
they knew they were being quoted, is this not a reason to refrain
from quoting their postings or to ask for their consent — especially
because many of the comments are posted by young people and by
people who might be in a vulnerable situation? In this case it is not
easy to give a straightforward answer. It has to do in part with how
great the potential is to be identified through the quotes, but it also
has to do with how much the documentation is weakened by not
using quotes when the results are presented, what alternatives are
available for providing evidence for interpretations of the commu-
nication, and through which channels the results are disseminated.
We do not have enough information to assess all of these aspects,
but I would stress that there is no way to avoid a concrete assess-
ment of all relevant values and alternatives in the situation, includ-
ing the research consideration, in order to take a decision. One
thing that is clear, however, is that if it is decided that consent to
quote should be obtained, people should also be allowed to decide
whether they want to take part in the study at all.

Example 5: Research on communication
processes

The problem encountered here by Halvarson and Lilliengren is typi-
cal for many studies of communication processes: Information and
questions about consent will disturb the natural interaction research-
ers want to study. Hudson and Bruckman (2004) have argued that in
some cases like this it is acceptable to conduct research without con-
sent, even though the researchers know that some participants in the

service will dislike it. Hudson and Bruckman studied the reactions of
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participants on a chat service (IRC, a moderated, synchronous ser-
vice) when they were informed that they were being observed and
their communication was being registered. The researchers posted
information stating that a study was being conducted in four differ-
ent ways in a sample of discussion threads: In some they were pres-
ent with the pseudonym «chat_study», in some they only posted that
registration was being carried out, in a third group they mentioned
the registration and gave the email address where people could opt
out, and in the fourth people received an offer to opt in. In a major-
ity of groups the researchers were thrown out by the moderators,
and in all groups they received many negative reactions. Hudson

and Bruckman summarize the results of their experiment as follows:

Based on this study, we can safely conclude that individuals in online
environments such as chatrooms generally do not approve of being
studied without their consent. The vehement reaction of many in
our study indicates that they object to being studied. Further, when
given the option to opt in or opt out of research, potential subjects

still object.*

However, Hudson and Bruckman point out that in many groups
they were not thrown out and that they do not have the chance
to find out who does not want to participate in research and who
is only reacting to the way the question about consent was asked.
Thus they argue that it is acceptable — and the only possibility - to
conduct research without consent if the IRB (Institutional Review
Board)*3 rules for such research are fulfilled:

1. The research involves no more than minimal risk to the

subjects.

12 Hudson and Bruckman, 2004, p. 135.
13 Independent ethical committees that oversee human subject research at each
institution.
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2. The waiver or alteration will not adversely affect the rights and
welfare of the subjects.

3. The research could not practicably be carried out without the
waiver or alteration.

4. Whenever appropriate, the subjects will be provided with addi-
tional pertinent information after participation.*

The key question is whether it is impossible to make the research
based on consent (point 3). Hudson and Bruckman’s response is
that in practice it is impossible to do so because their experiment
shows that in synchronous forums it is difficult to implement a
recruitment process in which the researchers reach those who want
to participate without disturbing the communication.

This is problematic as a general conclusion, and Bruckman and
Hudson also believe that a concrete assessment must be conducted
of the potential negative effects of the research. But an objection
to their approach is that they do not assess alternative strategies
for obtaining the consent of participants from communities on the
Internet. McKee and Porter comment on Bruckman and Hudson’s

argument for research without consent in the following way:

We arrive at a different conclusion: Users are not always hostile to
researchers. However, they do not want to be studied by researchers
who have not shown proper respect for the community and who
have not built up some measure of respect within the community.

Trust is a key element of online communication.*s

Conclusion

I have proposed a model for ethical assessments that distin-

guishes between three types of situations in which the question

14 Quoted in Hudson and Brickman, 2004, p. 137.
15 McKee and Porter, 2009, p. 109.
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of consent is raised when research is conducted on users of
social media. Research that exposes the participants to the risk
of pain or discomfort triggers a requirement to obtain consent. If
the research undermines the premises for communication that
the participants have given their explicit approval to, consent
is also necessary for maintaining the participants’ autonomy.
In situations where the researchers’ observation and registra-
tion of the communication do not undermine the conditions
for participation, typically public debate arenas, consent is not
the only way to take the research participants into account. One
problem will often be how the information will be used when
the research results are presented, e.g. whether quotes that may
identify the participants will be used. In this assessment, con-
sideration for the quality and value of the research should also
play a role.

The properties of social media vary along many dimen-
sions, and this is the source of uncertainty related to their ethi-
cal assessment. An important dimension is communication’s
degree of accessibility in the public sphere, which varies in dif-
ferent ways from other media. A variety of social media such as
Facebook, Twitter, Instagram, Snapchat, etc. have different forms
of user control, which offer different ways of limiting the audi-
ence. This helps to make it difficult to draw a clear distinction
between situations where the researchers’ participation under-
mines the premises for communication and where it does not.
There may also be other considerations that affect the weight of
the ethical considerations. Among these are the vulnerability of
the people being studied, the sensitivity of the topic of commu-
nication, searchability of the information being presented, the
degree of interactivity with those being studied, and the partic-
ipants’ actual competence in and understanding of how social
media function.
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Possibilities and
limitations of Internet
research: A legal
framework

Katrine Utaaker Segadal

Norwegian Social Science Data Services (NSD)
katrine.segadal@nsd.uib.no

As the data protection official for research for some 150 Norwegian
research and educational institutions, NSD has noticed an increase
in research conducted on data harvested from the Internet in
recent years. Today, the Internet is an important arena for self-
expression. Our social and political life is increasingly happening
online. This will have a major impact on how we understand the
society in which we live and the opportunities for future genera-
tions to reconstruct the history of the 21st century.

Thus, data generated by the growth in electronic communi-
cations, use of Internet and web-based services and the emer-
gence of a digital economy are increasingly valuable resources for
researchers across many disciplines. At the same time there is a
great need for knowledge and awareness of both legal require-
ments and ethical challenges related to the use of these new
data sources, and for an understanding of the data’s quality and

scientific value.
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In addition to the increased volume of this type of research, we have
also seen a shift in focus. At first, the Internet and social media were
studied mainly as a tool. The studies often concentrated on how the
Internet worked as an instrument in e.g. education, health services or
online dating. The methodological approach was usually interviews
or surveys based on informed consent from the research subjects.

Today, the trend is to study the Internet as an arena for express-
ing or negotiating identity, often through projects of a sensitive
character (e.g. political opinion, religious beliefs, health). Data are
usually collected from social media such as blogs, social network-
ing sites or virtual game worlds. These sources are publicly avail-
able, and often research is conducted without informed consent
from the persons being studied.

This development raises questions such as: Which rules and
regulations apply to research on personal data collected from the
Internet? In which cases is it legal and ethical to conduct research
on such data without the consent of the data subjects? When is
it necessary to inform the data subjects of their involvement in a
research project and when should this information be accompa-
nied by an opportunity to refuse to be the object of research? These
issues will be discussed in further detail in the following.

New European legislation in the making

The use of new types of data, such as those collected online and
so-called Big Data, rank high on the international agenda. The
OECD Global Science Forum points out the challenges related
to the large amounts of digital data that are being generated from
new sources such as the Internet although these new forms of

personal data can provide important insights,

the use of those data as research resources may pose risks to

individuals’ privacy, particularly in case of inadvertent disclosure of
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the identities of the individuals concerned. There is a need for greater
transparency in the research use of new forms of data, maximizing
the gains in knowledge derived from such data while minimizing
the risks to individuals’ privacy, seeking to retain public confidence

in scientific research which makes use of new forms of data.*®

To address this challenge, the forum recommends that research
funding agencies and data protection authorities collaborate to
develop an international framework that protects individuals’ pri-
vacy and at the same time promotes research.

The European Commission has proposed a comprehensive
reform of the EU’s 1995 data protection rules,'” and we might see
the results of this in the relatively near future if and when the new
General Data Protection Regulation is implemented in Norwegian
law. EU Justice Commissioner Viviane Reding said on the occasion
of the legislative proposal:

17 years ago less than 1 % of Europeans used the Internet. Today,
vast amounts of personal data are transferred and exchanged, across
continents and around the globe in fractions of seconds. The protec-
tion of personal data is a fundamental right for all Europeans, but
citizens do not always feel in full control of their personal data. My
proposals will help build trust in online services because people will
be better informed about their rights and in more control of their

information*®,

We will not go further into this, but just briefly mention that the
new digital media, and the Internet as an increasingly significant

16 OECD Global Science Forum (2013): «New Data for Understanding the Human
Condition: International Perspectives», page 2.

17 http://ec.europa.eu/justice/newsroom/data-protection/news/120125_en.htm

18  European Commission - IP/12/46 25/01/2012 - Press release: «Commission pro-
poses a comprehensive reform of data protection rules to increase users’ control
of their data and to cut costs for businesses» http://europa.eu/rapid/press-release_
IP-12-46_en.htm?locale=en
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data source, are important reasons why the EU is currently upgrad-
ing the data protection regulation from directive to law. A regula-
tion is a binding legislative act and must be applied in its entirety
across the EU. Directives lay down certain results that must be
achieved by all EU countries, but the individual Member State is
free to decide how to transpose directives into national laws.

The demand for harmonization of rules and practices is high,
particularly related to the use of data generated by or in relation
to global communication networks such as the Internet. This type
of network weakens the significance of national borders and the
impact of national policies and legislation on the protection of
personal data.

NSD’s general impression of the Commission’s initial proposal
was that it would not lead to any dramatic changes for Norwegian
research. The reason is primarily that Norwegian data protection
legislation and the way this legislation is practised in relation to
research are stringent, and that we have a high degree of protec-
tion of personal data in Norway. However, some of the recently
proposed amendments to the Commission’s proposal made by the
European Parliament may have negative consequences for parts of
the research sector if being transposed into EU legislation. There is
a clear tendency in this proposal towards strengthening the right to
personal privacy and control of own personal data at the expense
of researchers access to such data.

The current Norwegian legal framework

In Norway there are primarily three laws (i.e. the Personal Data Act,
the Personal Health Data Filing System Act, and the Health Research
Act) that regulate the use of personal data for research purposes.
In cases of collecting research data from the Internet, it is mainly
the Personal Data Act that applies, so our focus will be on this.
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Although the regulations are not always crystal clear, they provide
important guidelines on how data initially produced for other pur-
poses can be used for research purposes. The regulations may set
limitations on usage, but they also provide many opportunities for
valuable research.

The Personal Data Act is technology-neutral, although it is not
necessarily adapted and updated with regard to technological devel-
opment. The law applies to the processing of personal data, irre-
spective of source. It is applicable regardless of whether the data are
self-reported, collected from a confidential source or gathered from a
public registry. This implies that a research project is subject to notifi-
cation to the Data Inspectorate or Data Protection Official when per-
sonal data are processed by electronic means, even if the information

is gathered from a publicly available source on the Internet.

Data protection principles online

The purpose of the Personal Data Act is to protect the individual’s pri-
vacy from being violated through the processing of personal data.*
Key principles of data protection are the need to protect personal
integrity and private life, to ensure individuals’ control of their own
personal data and to guarantee that personal data are of adequate
quality. These important principles are the basis for the interpreta-
tion of other provisions in the Personal Data Act, and place restric-
tions on research on information obtained from the Internet. They
are closely related to essential principles of research ethics such as
the demand to respect human dignity, integrity, freedom and right

to participate, and the obligation to prevent harm and suffering.>

19 Actof 14 April 2000 No. 31 relating to the processing of personal data, section one.

20 The National Committee for Research Ethics in the Social Sciences and the
Humanities (NESH) (2010): Guidelines for research ethics in the social sciences, law
and the humanities, chapter B.
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These data protection principles are applicable irrespective
of methods for data collection and data sources involved in
the research. Consequently, they also apply to data collection
online. However, handling these fundamental data protection
principles in this context presents the researcher with certain
challenges. Should one expect those who express themselves
online to understand that their personal data may be used for
purposes other than those originally intended, such as research?
Have they given up control of their personal data when publish-
ing on the Internet? And how does the availability of the data
affect the researchers’ duty to protect the privacy and personal
integrity of the persons being studied? As a researcher it might
be helpful to consider the following when trying to figure out
these issues.

First of all, from what type of medium are the data obtained?
Data collected from a public forum for debate will probably require
fewer safeguards than a Facebook page with access restrictions.
Second, does the data have the character of a public statement or
is it reasonable to presume that the information is meant to be of a
private and personal kind? And further, should the information be
safeguarded considering the data subject’s best interests, irrespec-
tive of medium or the author’s assumptions? Sensitive data (e.g.
information related to health) might require a high level of protec-
tion, even though it is published as part of a public statement at an
open webpage. One might claim that the researcher has a special
responsibility to protect sensitive personal data although the sub-
ject has disclosed it voluntarily, bearing in mind that the person
might not view the full consequences of publishing the information
online.

A fourth important factor is whether the data subject is a child
or an adult. Information concerning children is subject to strict

regulations. In 2012 a new provision of the Personal Data Act
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was implemented. The Act states that «[p]ersonal data relating
to children shall not be processed in a manner that is indefen-
sible in respect of the best interests of the child».** In the draft
bill this provision is partly justified by the challenges associated
with children’s use of new technology. The ministry especially
points out problems related to adults” attitudes towards publish-
ing images of and information about minors. The most serious
violations of children’s privacy are increasingly committed by
adults. This provision could also apply to a website’s use of mate-
rial voluntarily published by children themselves, if this use is
indefensible.>> In this case further use by researchers might be
illegal and unethical.

Furthermore, in relation to this, one should consider whether
the information is published by the data subject itself or by a third
party. If there already has been a breach of data protection prin-
ciples, which may be the case when it comes to information pub-
lished by another person than the data subject, researchers should

be particularly careful.

Research without consent

As a default rule, personal data cannot legally be used for purposes
other than the original one, unless the data subject consents.> And it
is fair to assume that those who have published data on the Internet
have not done so with the purpose of being the object of research.
However, the Personal Data Act includes a number of exemptions

from the general rule for research.

21 Act of 14 April 2000 No. 31 relating to the processing of personal data, section
eleven, third paragraph.

22 Prop. 47 L (2011-2012) Proposisjon til Stortinget (forslag til lovvedtak) Endringer
i personopplysningsloven, Chapter five.

23 Act of 14 April 2000 No. 31 relating to the processing of personal data, section
eleven, first paragraph, litra c.
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An important provision in this respect is that

subsequent processing of personal data for historical, statistical or
scientific purposes is not deemed to be incompatible with the origi-
nal purposes of the collection of the data, cf. first paragraph, litra ¢, if
the public interest in the processing being carried out clearly exceeds

the disadvantages this may entail for natural persons.>

Thus, research activities are, per definition, not considered incom-
patible with the original purpose. Science is afforded a special
position in the current legal framework, and this provision might
be seen as a fundamental principle guaranteeing further use of
data for research purposes regardless of the original reason for
their production. This leaves open the possibility to conduct
research on information obtained online without consent.

Having said that, as a general rule personal data may only be
processed when the data subject has freely given an informed
consent.” When designing a research project, the starting point
should always be to consider whether consent should and could be
obtained prior to the collection of data.

However, another provision offers a direct exemption from
the main rule. Even sensitive personal data may be processed if
this «is necessary for historical, statistical or scientific purposes,
and the public interest in such processing being carried out
clearly exceeds the disadvantages it might entail for the natural
person».*

Firstly, this entails that the planned processing of personal

data must be required to answer relevant research questions. The

24  Act of 14 April 2000 No. 31 relating to the processing of personal data, section
eleven, second paragraph.

25  Act of 14 April 2000 No. 31 relating to the processing of personal data, section
eight, first paragraph and section nine, litra a.

26 Act of 14 April 2000 No. 31 relating to the processing of personal data, section
nine, litra h.
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researcher has to make it probable that the planned harvesting of
data from the Internet is absolutely necessary to achieve the pur-
pose of the study.

Secondly, if the necessity requirement is met, the law requires
a balancing of interests between the project’s societal value and
any possible inconvenience for the individuals who are subject
to research. It is crucial that the research will benefit society in
some way or at least be an advantage for the group that is being
researched. When assessing the probable disadvantages for the
data subject, relevant factors are the degree of sensitivity, the
author’s presumed purpose of publishing (e.g. private or freedom
of expression), the source (e.g. forum with restricted access or
publicly available), who the data subject is (e.g. child, vulnerable/
disadvantaged individual, adult) and the degree to which the data
subject is identifiable.

Another important aspect to keep in mind in deciding for or
against the processing of personal data for research purposes
without consent is whether or not it will be possible to publish
the results anonymously. This may be a challenge if one wishes to
publish direct quotes, as these will be searchable on the Internet. It
is also important to note that pseudonyms or nicknames may be
identifiable because they may be used in various contexts online
and hence function as a digital identity.

Moreover, an important factor is whether the data subject is
informed of the research project. Having information and the
opportunity to object to being included in the research will limit
the disadvantages because the individual will then be able to
exercise control over his or her own personal data. This may be
a weighty argument for exempting a research project from the
consent requirement. However, the right to object is not in itself
considered a valid consent under the Personal Data Act. A valid

consent must be a freely given, active and specific declaration by
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the data subject to the effect that he or she agrees to the processing
of personal data relating to him or her.”

If a research project includes the processing of highly sensi-
tive data (e.g. from blogs about personal experiences with eating
disorders, self-harm or the like), and the information being pro-
cessed is detailed enough to make the bloggers identifiable (a fac-
tor one generally must take into account), it may be difficult to
exempt from the requirement for consent. This holds particularly
if publishing direct quotes is deemed necessary by the researcher,
so that it will be hard to guarantee anonymity in the publication.
If the authors are minors, the threshold for not obtaining con-
sent should be even higher. Adolescents over the age of sixteen
will often be considered mature enough to give an independent
consent in such cases. However, when obtaining consent online, it
might be a challenge to be certain of the actual age of the person
granting consent.

In the case of research on utterances from Twitter, which involves
thousands of people, that focus on e.g. elections (which in the legal
sense may be sensitive information about political views), there
will clearly be legitimate reasons not to obtain consent from the
data subjects considering the public character of both the source
and content of the data.

In between these two rather clear-cut examples lies a range of
grey areas which require concrete assessments in each case. My
main message is that it certainly can be legal to conduct research on
personal information obtained from the Internet without consent,
as long as the researcher can justify the necessity and the benefits
for the public clearly outweigh the disadvantages for the individual.
The violation of personal privacy is often minimal when data is

harvested on the Internet for research purposes. However, research

27 Actof 14 April 2000 No. 31 relating to the processing of personal data, section two,
number seven.
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on social media with restricted access differs somewhat from most
other contexts in this respect. It is plausible that individuals who
publish information about themselves under such circumstances
might think that they are acting on a «private» arena, and that their
purpose is to interact with a closed group of people. This indicates
that the threshold should be slightly higher when considering not

obtaining consent in such cases.

Obligation to provide information

The general rule is that the research subjects should be informed
about the research. This is the case even if the exception clause
from the requirement for consent applies. The basis for this rule
is the fundamental right to exercise control over one’s own per-
sonal data, and the assumption that the data subject should have
the right to object to the intended processing of her personal data.
However, a relevant exemption provision allows for research to be
conducted without informing the data subjects: «The data subject
is not entitled to notification [ ... ] if [ ... ] notification is impossible
or disproportionately difficult».®

If it is not feasible to get in touch with the affected individuals
because it is not possible to obtain contact information or to com-
municate through the website, there is of course no way to provide
those individuals with information.

Relevant factors in the assessment of whether it is dispropor-
tionately difficult to provide information are, on the one hand, the
number of data subjects and the effort, either in terms of time or
money, that providing information would entail. However, techno-
logical developments are and will most likely make it increasingly

easier to distribute information to thousands of individuals at the

28  Act of 14 April 2000 No. 31 relating to the processing of personal data, section 20,
second paragraph, litra b.
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same time at no extra cost. The violation of personal privacy is not
automatically less because the data subjects are numerous.

On the other hand, one should consider what use the data sub-
ject will have of being informed of the research project. Is it likely
that the research subjects would wish to object if they had the
opportunity to do so? If that is a reasonable assumption, informa-
tion should be provided. Another important question is to what
extent the research subjects will benefit from being able to refuse
to be part of the research project. This will depend on the type of
data being processed and how sensitive the information is. If what
is at stake is very sensitive information, data protection principles
indicate that information should be provided. This holds indepen-
dently of whether the data subject initially has made the informa-
tion publicly available.

Legally, the obligation to provide information is met only if
the researcher gives individual information in such a way that the
information is certain to reach the intended receiver. But in some
cases, it may be appropriate to provide public information instead.
This may be done through collective information published on the
website from which the data is collected. It is not guaranteed that
this information will reach everyone in the same way as when it
is communicated directly by mail, email or other channels, but
public information is nevertheless a measure that, to a certain
extent, can justify exemptions from the requirement of individual

information.

Conclusion

The Personal Data Act is applicable irrespective of the data source.
The regulations do not distinguish between data harvested from the
Internet and other sources (such as administrative registers).
However, the legal framework leaves open a range of possibilities

46



POSSIBILITIES AND LIMITATIONS OF INTERNET RESEARCH

for conducting research on information obtained online. It might
be challenging, though, to apply the rules in this context.

The main rule is that the processing of personal information
should be based on informed consent. But a number of exemp-
tions make it possible to conduct research on personal information
obtained from the Internet without consent, as long as the
researcher can justify the necessity, and the benefits for the public
clearly outweigh the disadvantages for the individual. The violation
of personal privacy might often be limited when data is harvested

on the Internet for research purposes.
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Introduction

The first set of ethical guidelines explicitly devoted to Internet
research appeared only in 2002 (Ess et al. 2002). Norway published
its own set of Internet Research Ethics guidelines soon thereafter -
and remains the only nation to have done so (NESH 2003). And
IRE (Internet Research Ethics) continues to develop and mature.
As but one example, the first set of AoIR guidelines has now been
supplemented with a second (Markham and Buchanan 2012). It is
certain that IRE will continue to develop and expand - first of all,
as pushed by constant changes in the technologies involved. Here,
however, I focus on a still more fundamental transformation -
namely, profound changes in our sense of selthood and identity.
Perhaps the most foundational element in ethical reflection is our
set of assumptions regarding the human being as a moral agent -
and thereby, what sorts of responsibility s/he may be legitimately
considered to hold. I begin by showing that until very recently -
certainly past the publication of the first AoIR guidelines — our
primary ethical theories and approaches rested on the assump-

tion that human identity is primarily singular and individual: and
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thereby, moral agency and responsibility were tied directly - and,
most often, exclusively - to single individuals. But for several
decades now, our conceptions of human selthood and identity have
begun to shift towards various relational conceptions — conceptions
that stress a sense of identity as inextricably interwoven with vari-
ous relationships (familial, social, natural, and so on) that define us
as relational selves. These foundational shifts are accompanied by
changing conceptions regarding morality and responsibility: as we
will see, there are emerging efforts to understand at both theoreti-
cal and practical levels what «distributed responsibility» and «dis-
tributed morality» might look like. That is: as our ethical agency is
thereby shared and distributed among the network of relationships
that define us as relational selves, so our ethical responsibilities are
likewise distributed and shared. Hence we are witnessing the devel-
opment — and in some ways, a rediscovery — of forms of distributed
morality more appropriate to such relational selves.

These shifts thus require a transformational rethinking of our ethi-
cal frameworks and approaches - including within Internet Research
Ethics. Indeed, IRE is a primary domain within which to explore and
develop these transformations: relational selthood is most apparent
as it is performed or enacted precisely through the communicative
networks at the focus of IRE. At the same time, Norway may play
a distinctive role in these transformations. Norwegian research eth-
ics has already recognized in at least one important way that we are
indeed relational selves: it has enjoined upon researchers the ethi-
cal duty of protecting the privacy and confidentiality of not only the
individual research subject, but also his or her close circle of personal
relationships (NESH 2006, 17). In this way, Norwegian research
ethics provides a critical first example of how, I will argue, IRE will
develop further, as both researchers and their relevant oversight
institutions (such as institutional review boards in the U.S.) begin to
take on board these foundational shifts in selthood.
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In the following, I will highlight how modern conceptions of the
individual self lead to distinctively modern expectations regard-
ing individual privacy as a positive good and right. Protecting
such privacy, moreover, has been a core requirement for Internet
researchers. But this means that our changing conceptions of
selthood entail shifting - and in some ways, more complex -
conceptions of privacy. In particular, the recent work of Helen
Nissenbaum, which defines privacy in terms of «contextual integ-
rity» (2010, 107 ff.), appears to mesh well with more relational con-
ceptions of selthood. Lastly, in order to explore these matters in
applied ways, I will describe three recent research projects, each of
which involves participants’ installing apps on their smartphones
that record and transmit enormous amounts of information, much
of which appears to implicate what we do in our most intimate
spaces. We will see that extant guidelines and legal protections of
rights seem sufficient for establishing the ethical obligations of the
researchers involved. The failure of a third project, however, points
to the need for new frameworks and guidelines for protecting the

new forms of privacy attending upon more relational selves.

Initial (high modern) ethical frameworks
for decision-making in (Internet)
research ethics

Internet Research Ethics began to expand rapidly in the early
2000s (Buchanan and Ess 2008). This expansion followed a hand-
ful of scattered U.S. governmental reports, a landmark 1996
special issue of the journal The Information Society devoted
to IRE, and a watershed 1999 workshop on IRE funded by the
National Science Foundation and the American Association
for the Advancement of Science. The 2002 AolIR guidelines for

Internet research were the first such set of guidelines issued by
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a professional organization; these were followed by the NESH
2003 guidelines - again, the only national guidelines focusing
specifically on Internet research. In the next few years, other pro-
fessional organizations in the U.S. and the UK. issued Internet-
specific guidelines; at the same time, a small explosion of articles
and, indeed, whole anthologies devoted to IRE appeared (see
Buchanan and Ess 2008: 274 for details).

From an ethical perspective, these diverse documents drew
from one of three primary ethical theories: utilitarianism, deon-
tology, and feminist ethics (Stahl 2004; Buchanan and Ess 2008:
274-277). As a brief reminder, utilitarian approaches take what
we can think of as a kind of ethical cost-benefit analysis: given a
set of possible choices before us, what are the (potential) benefits
of a given choice (or rule of choice in what is called rule utilitari-
anism) vis-a-vis the (possible) harms of that choice? Benefits and
harms here are initially defined in terms of pleasures, whether sim-
ply physical and/or intellectual pleasures. Hence the goal of such
ethics is to pursue those choices that maximize pleasure. At the
same time, however, utilitarianism argues that the ethically justi-
fied choice is not simply the one that would maximize individual
pleasure: rather, utilitarianism famously aims at «the greatest good
for the greatest number.» Utilitarianism first developed in the
UK., beginning with Jeremy Bentham (1748-1832) and perhaps
most prominently with John Stuart Mill (1806-1873). Perhaps
not accidentally, utilitarian approaches appear to predominate
in the English-speaking world, including the U.S. and the UK.
(Buchanan and Ess 2008: 276).

By contrast, deontology emphasizes the basic rights of auton-
omous individuals - including rights to life, liberty, pursuit of
property, and, as we will explore more fully below, privacy, etc. -
as near absolute. This means that these rights are to be protected

(more or less) no matter what benefits might otherwise accrue
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from reducing or eliminating such rights. That is (to take a sim-
ple example): a primary critique of utilitarian approaches is that
they allow for the sacrifice of the few for the sake of the many.
In some cases, we may agree that this is an ethically legitimate
choice, e.g. as when we ask police, firefighters, or soldiers to risk
their lives in ways that might bring them great pain, or even loss
of life — but at the very great benefit for the rest of us of prevent-
ing great harm and saving (potentially many) lives. But a similar
utilitarian cost-benefit analysis could likewise demonstrate that,
whatever the negative costs of enslavement might be experienced
by slaves in a possible slave-based society, these costs are
dramatically outweighed by the accordingly greater pleasures of
the slaveholders. If we immediately reject such a proposal, despite
its sound utilitarian calculus, this is most likely due to the fact that
we are deontologists who hold that all human beings have basic
rights, beginning with rights of autonomy and self-determination:
these rights must be upheld, no matter the possible benefits of
diluting or eliminating them.

Deontological ethics are primarily affiliated with the work
of Immanuel Kant (1724-1804). Kantian deontologies appear
to enjoy greater currency in the Germanic-language countries,
including Denmark, Norway, and Sweden - first of all, as manifest
in the profoundly influential conceptions of the public sphere and
democratic processes as rooted in rights of self-determination and
autonomy as developed by Jirgen Habermas (Buchanan and Ess
2008: 275).

Finally, feminist ethics is occasionally invoked by researchers,
especially in connection with participant-observation method-
ologies (e.g. Hall, Frederick & Johns 2004). As we will see below,
feminist ethics contributes to recent shifts away from more sharply
individual conceptions. For that, feminist ethics has remained rela-

tively marginal in IRE.
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Shared assumptions: (high modern)
Individual agency, privacy, and IRE

As diverse as utilitarianism and deontology are, they nonethe-
less share a more foundational set of assumptions — namely, the
(high modern)* understanding of human beings as primar-
ily autonomous individuals. This is apparent first of all in the
English-speaking traditions of utilitarianism, as these build on a
sense of selthood and identity developed especially by the phi-
losopher John Locke (1632-1704). Locke argues for what Charles
Taylor characterizes as a «punctual self» — one that is radically
reflexive and rational. Such an atomistic conception of selthood
thereby enjoys a (high modern) sense of radical independence,
«free from established custom and locally dominant authority»
(Taylor 1989: 167). This radical freedom thereby entails a radical
responsibility - for the cultivation of our own selthood, first of all,
and thereby, our own sense of what aims and goals we choose to
pursue from the standpoint of such radical freedom. Contra more
relational senses of selfhood as interwoven with and thus bound to
the various authorities and institutions that defined community,
society, and political life in pre-modern eras - these high modern
selves are «creatures of ultimately contingent connections» (Taylor
1989: 170). That is, rather than accepting community traditions,
practices, and institutions (most obviously, political and religious
institutions) as defining the meaning and goods of our lives, such
high modern individuals determine for themselves what connec-
tions with other individuals and institutions they will take up.
These connections, finally, «are determined purely instrumen-

tally, by what will bring the best results, pleasure, or happiness»

29  The distinction between «high modern» and «late modern» is taken from Anthony
Giddens (1991: 70).
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(Taylor 1989: 171). «Pleasure» and «happiness» here point in the
direction of utilitarianism.

The emphasis on individual selthood is equally apparent
in Kantian deontology as anchored in core notions of ethical
autonomy. «Autonomy» is a term developed from Greek, meaning
literally self-rule (auto-nomos). In Kants procedural ethics, this
autonomy is expressed precisely in the strictly rational analyses
defined by his categorical imperative: «So act that the maxim
of your will could always hold at the same time as a principle
establishing universal law» (Kant [1788] 1956: 31). This decision-
making process seeks to determine whether a given act is ethi-
cally legitimate by asking the question whether or not we can
endorse the general principle that would result from rendering
our choice into a universal law. On the one hand, this decision-
making process shows ethics to be an intrinsically relational affair
in at least two ways. One, the sort of reason (Vernunft) at work
here is presumed to be a faculty shared among and largely similar
between all human beings (indeed, all rational beings). Two, the
question of generalization is thus a question of how far we can will
our acts to be the principles of others’ acts as well. At the same
time, however, this decision-making process rests squarely on the
individual and the individual alone.

And so in both traditions, the moral agent is presumed to be a
solitary individual. Confronted with a specific ethical choice, such
an agent is envisioned as considering her possibilities and options
as a solitary being, apart from the voices, influences, and perhaps
coercion of others. Moreover, whether making her choice through
a more deontological or more utilitarian approach, the moral agent
is thereby the entity who bears the sole and exclusive responsibility
for that choice.
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(High modern) notions of selfhood/
identity: Privacy as a positive good

This strongly individual conception of human beings is thus the sub-
ject that both justifies and demands democratic-liberal states — and
with these, basic rights, beginning (in the U.S., but based on Locke)
with rights to life, liberty, and pursuit of property. More gradually,
privacy emerged as a primary right to be enjoyed and protected
by such individuals. In the case of the United States, this required
a period of nearly a century, from the amendments to the U.S.
Constitution (1789) to the first explicit defense of privacy as a right -
specifically, the right to be left alone and free from intrusion (Warren
& Brandeis, 1890). As Bernhard Debatin points out, the concept is
rooted in Fourth Amendment protections against «unreasonable
search and seizure» of private property, among others (2011: 49).
Subsequently, both the meaning of «privacy» and thereby its justifi-
cations have developed in several directions — and in ways that vary
importantly from culture to culture. Broadly, privacy can be defined
as an «expressive privacy,» one that «protects a realm for express-
ing one’s self-identity or personhood through speech or activity» —
without fear of repercussion from others (DeCew 1986, cited in
Meeler 2008, 153). Such privacy is requisite first of all for one’s own
self: «expressive privacy sustains an arena within which one can freely
select behavior that maximizes one’s expression of self» (Meeler 2008,
157; emphasis added). Such privacy, as a zone of exclusion that pro-
hibits others from entering, is required further to serve decisional
privacy: that is, private space is a necessary condition for ethical
reflection and decision-making of either the utilitarian or deonto-
logical sort. Broadly, such a space is required if we are to deliberate,
reflect, critique alternatives, and thereby freely choose or judge what
is to be one’s own conception of the good life. This includes deliber-

ating on and then determining one’s political, religious, career, and
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other personal choices and commitments (in Kantian language, one’s
ends) and thus the appropriate and necessary means for achieving
those ends. As U.S. philosopher Deborah Johnson emphasizes, such
privacy is needed for the self to develop as an autonomy thereby able
to participate meaningfully in debate and other democratic prac-
tices (Johnson 2001: for additional national examples, see Ess 2013a:
44-47, 62-68).

We can also note that U.S. conceptions of privacy and privacy rights
are squarely individual. By contrast, discussions of privacy in Denmark
and Norway, for example, use the terms privatlivet («private life») and
intimsfeere («intimate sphere»). Very briefly, private life is considered
to include the close relationships that make up one’s «intimate sphere.»
To highlight the importance of protecting privatlivet thus entails pro-
tecting not simply the privacy of the individual, but also the privacy of
those whose close relationships constitute one’s intimsfeere.

Finally, we need to be clear how such a conception of privacy -
specifically, of individual privacy as a positive good — thereby
basically reverses earlier understandings of privacy. These earlier
understandings - in both the pre-modern West and in multiple
non-Western societies — turned first of all on a very different con-
ception of selthood and identity. Most briefly, throughout most of
human history, and in cultures distributed globally (e.g. as influ-
enced by Buddhist and Confucian traditions, as well as in multiple
indigenous societies) - the prevailing emphasis in foundational
conceptions of identity is precisely on the relationships that define
who one is. These relationships are first of all familial - i.e. defined
by your parents and grandparents (and their ancestors in turn),
your siblings, your aunts and uncles, and, if you have them, your
spouse and children. In this view of the self, notions of privacy as
a positive good are only relational notions - e.g. of familial privacy
vis-a-vis the larger village in traditional Thai society (Kitiyidasai

2005). Consequently, should an individual want to be alone or
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away from the relationships that define him or her, the motives for
doing so can only be suspect. So it is, for example, that until 1985
the only word for privacy in Chinese - yinsi — was defined as some-
thing shameful, hidden, or bad (Lii 2005).

Individual privacy as definitive for
«traditional» Internet Research Ethics

With this as a background, we can now see how high modern,
strongly individual notions of privacy and privacy rights have been
foundational to Internet Research Ethics. In the U.S., to begin with,
IRE is rooted in human subjects protections that grew up after both
«internal» scandals such as the Tuskegee Institute syphilis study
and the horrors of Japanese and Nazi «experimentation» with pris-
oners during WWIIL. Protecting the privacy of individuals is an
explicit requirement — along with other protections of anonymity,
confidentiality, and identity that likewise serve to protect individ-
ual privacy (see Buchanan and Ess 2008: 277-281).

Again, how we are to implement such protections varies — first of
all, depending on whether we take a more utilitarian or more deon-
tological approach. For example, IRE in the U.S. context character-
istically discusses the need to balance individual rights (including
rights to privacy) with possible benefits to the larger society (and,
perhaps, the individual subject). The usual language emphasizes a
need to minimize the risk of possible harm - reflecting the utilitarian
view that the greater good for the many can justify at least marginal
costs to the few (especially if, like firefighters and police, they freely
agree to undertake the risks involved). By contrast, the NESH guide-
lines (2003, 2006) emphasize that the rights of human subjects must
never be compromised, irrespective of the potential benefits — an
emphasis consistent with the stronger reliance in northern Europe

on more deontological approaches (Buchanan and Ess 2008: 276).
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We can also see some difference between U.S. and Norwegian
approaches in terms of who is to be protected as a research subject. In
general, U.S. regulations focus squarely — as we would expect — on the
research subject as an individual. By contrast, the NESH guidelines
(2003, 2006) further include the explicit obligation «to respect indi-
viduals’ privacy [privatlivet] and close relationships [ncere relasjoner]
(NESH 2006 B.13, p. 17). To be sure, there is some concern noted in
the relevant U.S. codes for the need to protect «third party informa-
tion» that is gathered from a primary subject, e.g. about his or her
friends or close relations (Protection of Third Party Information in
Research 2001). And by 2011 there is recognition that human subjects
protections may be required for such secondary or tertiary subjects
(UCLA OHRRP 2011). Nonetheless, Annette Markham observes that
the need to protect the privacy of not only the primary subject but
also his or her close relationships is only «vaguely addressed» in the
U.S. codes. By contrast, «the NESH guidelines are the most specific,
and I think even more importantly, articulated in a way that seems to
make it a critical part of the central goal of privacy protections.»* This
inclusion would seem to closely correlate with the greater emphasis
on relational dimensions of selthood in Norwegian privacy discus-
sions. In these ways, the NESH guidelines appear to assume a sense of
selthood or identity that is both singular and relational. That is, singu-
lar or individual identity is apparent in the need to protect individual
rights to privacy (privatlivet) — as the importance of relational identity
is apparent in the need to respect the close relationships that consti-
tute one’s privatlivet in good measure. While heading in the direction,
we might say, of more traditional or classical conceptions of selthood
as (fully) relational, the NESH guidelines clearly retain a strong -
indeed, fully deontological — emphasis on the rights of the individual.

30  Annette Markham, personal communication. I would also like to express my deep
gratitude to Annette Markham and Elizabeth Buchanan for their expert help and
invaluable references on this point.
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Insofar as this is true, as we are about to see, the NESH guide-
lines thus stand ahead of the curve of change and development that
seems required in IRE as our conceptions of selthood in Western

societies are changing more broadly.

(Late modern) shifts in selfhood,
responsibility and privacy

To be sure, strong notions of individual privacy became ever more
fully encoded and protected in various ways in Western societ-
ies throughout the 20™ century. In light of the rise of networked
communications in the latter half of the 20™ century, perhaps most
important among these were developing notions of informational
privacy, our having the ability to control information about us that
we consider to be personal (Tavani 2013: 136). Perhaps somewhat
paradoxically, however, at the same time conceptions of selthood
in Western societies began to shift away from strongly individual
conceptions towards more explicitly relational ones (3.1). These
shifts, as we will further see, correlate with changing conceptions of
privacy and expectations of privacy protections (3.2) — and, finally,
with the development of new philosophical theories of privacy as

well (3.3).

Changing conceptions of selfthood and
responsibility

Within philosophy, as we have seen, conceptions of selthood even
at the time of Kant and Hegel were not exclusively individual, but
also included the social or the relational (cf. Hongladarom 2007).
Building on Kant, in particular, Habermas’s theory of communi-
cative action (1981) highlights a conception of communicative
reason as relational (McCarthy 1978: 47). Identity is thus a social
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identity, one inextricably interwoven with and thus shaped through
our engagements with others (cf. Ess 2013b: 217).

Twentieth century philosophy included several other emerging
movements that likewise emphasized the social or relational dimen-
sions of selthood, beginning with phenomenology. So Maurice
Natanson reversed Descartes’ famous dictum, cogito ergo sum (I think,
there I am) with the statement «We are. Therefore I am» (1970: 47).
Inspired in part by ecological ethics (i.e. an ethics that emphasizes
precisely our inextricable interdependence upon one another), femi-
nist theorists and researchers, beginning with Carol Gilligan, found
that women as a group tend to emphasize not simply individual
interests, choices, etc., but also those represented within the «web of
relationships» that formed the context for specific ethical decisions
(1982). More recently, virtue ethics has experienced a renaissance —
most remarkably vis-a-vis contemporary networked communication
technologies such as social networking sites (SNSs). Virtue ethics, in
both ancient and contemporary cultures and settings, addresses pre-
cisely the situation of more relational selves, as it stresses our learning
how to establish and foster community harmony as a key component
of both individual and community contentment or happiness (eudai-
monia) (e.g. Hursthouse 2012; cf. Vallor 2009, 2011, 2012).

Similar shifts can be seen in the literatures of psychology and social
science. So Georg Simmel describes the self as a «sociable self» (1955,
1967). For his part, George Herbert Mead inaugurates «the social
theory of consciousness» that reiterates the sense we have seen in 20"
century philosophical theories that individual identity first emerges
out of a shared, social identity ([1934] 1967: 171). As a last example,
Erving Goffman describes the self as defined by its roles and relation-
ships that are then performed and managed in different ways (1959).

These social and psychological accounts are of particular import
as they have become prevailing theories for studying our engage-

ments with one another in the online and mediated contexts
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facilitated by Internet communication. This relational - but still
also individual - self is further apparent in more contemporary
work in IS, beginning with the widely used conception of the self as
a «networked individual.» Michelle Willson summarizes this con-
ception as stressing how «the individual experiences her/himself as
largely in control of her/his sociability through the possibilities of
the [network] technology,» a view that highlights such individu-
als as «compartmentalized or individuated persons who approach
and engage in constitutive social practices in ways chosen by
themselves» (2010: 498). As Willson goes on to point out, this view
is criticized for overstating the possible agency - if not narcissism —
of such an individual, precisely at the expense of our social and the
relational dimensions (2010: 499 f.). By the same token, still more
overtly relational conceptions of selthood have also come to the
foreground (e.g. Gergen 2009). This is to say: much of contempo-
rary Internet research presumes a self that is both individual and
relational — while our prevailing codes and guidelines for Internet
research ethics remain grounded in an exclusively individual con-
ception of selthood, as we have seen.

These shifts, finally, are recognized within philosophy to require
correlative changes in our conceptions of ethical responsibility. As
a first example, contemporary feminists are developing notions of
«relational autonomy» that build on these various recognitions that
our sense of selthood and agency is interwoven through and defined
by our relationships with others; at the same time, the notion of
relational autonomy retains earlier (high modern) understand-
ings of moral agency and responsibility as connected with strongly
individual notions of selthood (Mackenzie 2008). Two philoso-
phers who attend especially to computation, networked comput-
ing and the networked communications facilitated by the Internet
have further contributed to these emerging notions. Judith Simon

details how such networks embed us in a «distributed epistemic
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responsibility» (2013), and Luciano Floridi provides both a theo-
retical account for and practical examples of what he calls distrib-
uted morality and distributed (ethical) responsibility (2012). These
notions of distributed epistemic and ethical responsibility are
clearly coherent with the more relational emphases of selthood and

identity afforded by online and mediated environments.

Changing privacy practices and
expectations of privacy protections

These shifts in our philosophical, sociological, and psycho-
logical conceptions of selthood further appear to correlate with
observed practices and «performances» of privacy in online and
mediated environments. Broadly, it seems clear that especially in
the last two decades, we have witnessed a rather dramatic shift
from strongly individual notions of privacy to various forms of
«group privacy» — i.e. precisely the sense of wanting to protect
information shared within a close circle of friends or relations
(an intimsfeere).

As a first example: especially with the emergence of social net-
working sites (SNSs) in the early part of the 21 century, it is a
commonplace for parents to complain and worry about informa-
tion their adolescent children post in such settings. Simply put,
from the parents’ perspective, their children are revealing far too
much private information about themselves. To be sure, these wor-
ries are not always misplaced. Well-known cases of cyberbullying
such as that carried out against Amanda Todd, ending in her sui-
cide in 2012, make the point that of course it can be risky to reveal
too much of oneself online. Over against these negative examples,
however, there are numerous researchers who document what we
can think of as positive privacy practices - including what Patricia

Lange has described as two forms of «group privacy» on SNSs.
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The first, the «publicly private,» is exemplified by posting videos
on YouTube that are «hidden» in the sense that they are tagged in
such a way that only close friends and relatives, as the intended
audience of the video, know how to find them. The «privately
public» goes further in terms of revealing to relatively unknown
«friends» what a previous generation might have considered quite
private, e.g. sexual orientation: but not, e.g. one’s home address
(Lange 2007).

Similarly, Stine Lomborg (2012) has documented how a promi-
nent Danish blogger and her readers negotiate through processes
of phatic communication the creation of a «personal space,» one
that is neither purely individually private nor fully public. That is,
the online exchanges often head in the direction of revealing more
individually private matters: at the same time, especially when it
becomes clear that a border has been crossed into what a given per-
son feels should remain individually private, there is quick move-
ment away from that discussion point back into a more neutral
but shared space. As Lomborg puts it, «both author and readers
balance a fine line between, on the one hand, pressure to reveal
personal issues as a preamble for developing relationships among
participants and, on the other hand, a norm of non-intrusiveness to
protect each other’s [individual] privacy» (2012: 432).

Lomborg’s analysis is of particular interest precisely in that
she argues that these communicative phenomena reflect Georg
Simmel’s notion of «the sociable self,» i.e. a self «engaged in a net-
work of relationships» which as such is a self that «is attuned to
the norms and practices within the network of affiliation» (ibid.).
This is to say: the «personal space» that emerges through the blog-
ger and her readers is precisely the sort of shared privacy («group
privacy») that we would expect of more relational selves. In par-
ticular, it closely echoes the familial sense of privacy of traditional
Thailand that we noted above (Kitiyidasai 2005).
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Changing philosophical conceptions of
privacy

In response to these transformations, there have been a number of
efforts to reconceptualize privacy. The most significant of these is
Helen Nissenbaum’s account of privacy as a matter of «contextual
integrity»: in this view, privacy emerges as a right to an «appropriate»
flow of information as defined by a specific context (2010: 107 ff.).
Such contexts or «spheres of life» can include, for example, educa-
tion, the marketplace, political life, and so on. For a given context,
a specific set of informational norms define the usual or expected
flows of information within that context. These in turn are defined
by three parameters: the actors involved (e.g. as subject, sender,
and/or recipient); attributes (the types of information); and «trans-
mission principles» that determine «the constraints under which
information flows» (Nissenbaum 2011: 33). Nissenbaum gives the
example of medical information shared between patients and their
doctors. As highly personal and sensitive, patients expect this infor-
mation to be kept confidential, though they would recognize that it
could be appropriately shared with other medical professionals as
needed. By contrast, were a physician to follow the informational
norms of the market - e.g. by selling the information to a marketing
company — patients’ expectations of appropriate information flow
«would be breached» and «we would say that informational norms
for the health care context had been violated» (ibid.).

More broadly, precisely as Nissenbaum invokes actors as a first
parameter defining information norms, she thereby cues us towards
a now familiar sense of selfhood - namely, of human beings as tak-
ing up a wide range of roles and relationships with one another.
Here Nissenbaum relies on James Rachels, who makes clear the
connection between given roles — in his examples, «businessman
to employee, minister to congregant, doctor to patient, husband
to wife, parent to child, and so on» and specific expectations
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regarding privacy (Rachels 1975: 328, cited in Nissenbaum 2010:
65, 123). So Rachels develops an account of privacy grounded
in the recognition that «there is a close connection between our
ability to control who has access to us and to information about
us, and our ability to create and maintain different sorts of social
relationships with different people» (Rachels 1975: 326, cited in
Nissenbaum 2010: 65).

To my knowledge, neither Rachels nor Nissenbaum explicitly
invokes a notion of selthood as relational selthood. But as Rachels
brings forward the core importance of our social relationships as
critical to defining privacy, he thereby clearly points in the direc-
tion of the relational or social selfhood we have seen theorized in
Mead, Simmel, and Goftman, for example. This would suggest that
Nissenbaum’s notion of privacy as contextual integrity, resting as
it does on the need to define actors and thereby on Rachel’s atten-
tion to social relationships, is distinctively suited for the emerging
emphasis we have seen on selthood and identity as both individual
and relational.

Relational selves and Internet research
ethics: Successes (and failure) in the field

Implications for IRE?

These transformations in our practices and philosophical concep-
tions of privacy thus appear to closely correlate with the major
shifts we first examined in some of our most foundational ethical
concepts — namely, our conceptions of human identity and self-
hood, as these in turn interweave with our understandings of ethi-
cal agency and ethical responsibility. We have also seen that extant
forms of ethical guidelines for Internet research - apparently,
with the exception of the NESH guidelines — presume an all but
exclusively high modern conception of the individual as ethical
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agent and all but exclusive bearer of ethical responsibility: these
presumptions result precisely in primary obligations (whether
utilitarian or deontological) to protect individual privacy, con-
fidentiality, and so on. Clearly, as our sense of selthood, ethical
agency and responsibility, and correlative practices of privacy
change, so our codes and guidelines for Internet research will need
to change accordingly.

Again, it appears that the NESH guidelines, as enunciating
most articulately and explicitly the requirement of researchers to
protect not only the privacy (privatlivet) of individual subjects,
but also that of their close relationships (NESH 2006: 17), thereby
already demarcates the directions IRE will need to pursue in order
to take on board these foundational shifts. At the same time, how-
ever, if we are to develop IRE codes and guidelines for these more
recent practices and conceptions, our brief look at Nissenbaum’s
account of privacy makes at least one point clear: «privacy,»
defined precisely in terms of the specific but widely diverse actors,
roles and relationships that constitute selves as not simply indi-
vidual but also as markedly relational, thereby becomes more
complex, nuanced, and multi-faceted. In particular, we can char-
acterize this shift in terms of a move from a relatively singular
and stable understanding of the individual, and thereby relatively
static or fixed conceptions of «privacy,» and thus what research-
ers were obliged to protect, to an understanding of the individual
as strongly relational, where these multiple relations change over
time. Thereby our conceptions of «privacy» become fluid and
dynamic, as subject not only to specific contexts, but, more funda-
mentally, to ongoing negotiations between actors and their close
circles of consociates (their intimsfere). Broadly, it seems that
researchers’ ethical obligations on this point will thereby become
only that much more complex, dynamic, and, in some instances at

least, very difficult.
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Case studies

«Difficult,» however, does not necessarily mean impossible. On the
contrary, three recent research projects using smartphones - i.e.
devices that usually accompany us precisely into our most inti-
mate and private spaces —exemplify some of the privacy challenges
opened up not simply by current networked technologies, but
by individuals who seem increasingly willing share intimate and
private information across these networks. Two of these projects
- one in Denmark and the second in the UK. - appear to show
that researchers can build privacy protections that are sufficiently
strong to persuade their subjects that their personal information
is safely held. A third example, however, shows that these new
challenges are still sufficiently novel that extant guidelines, codes,
and laws are not always able to provide researchers with needed
guidance and support.

A first project, «Device Analyzer,» is based at the University
of Cambridge, UK., and, at the time of writing, has attracted the
voluntary participation of over 17,000 participants worldwide (see
http://deviceanalyzer.cl.cam.ac.uk/).>* The purpose of the research
is to discern patterns in how smartphones are actually used.
Consistent with utilitarian approaches, the project website further
elaborates the benefits that will accrue to participants. These begin
with «new ways to look at what is happening inside your mobile
phone!» — i.e. as the app records in exquisite detail more or less
everything (more on this shortly) and makes this data, in both raw
and analyzed forms, available to the participants. Specifically, the
project’s analyses offer to help participants choose the data plan
(i.e. a given subscription or package of telephony and data services

offered by a given provider, ranging from minimal minutes of talk,

31 (Accessed 14 March 2014). I am very grateful to Rich Ling (Telenor / IT-University,
Copenhagen) for first calling my attention to this app.
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numbers of texts, and megabytes of data downloaded - and thus
least expensive — to more expansive and thereby expensive pack-
ages) best suited to their actual patterns of use as documented by
these analyses, as well as apps that might be of interest. In addi-
tion, the project promises that «[t]his data is stripped of personally
identifying information as best as possible while preserving useful
information.»

Indeed, the project goes to great lengths to explain to partici-
pants how their individual identities are protected, coupled with
a detailed list of the extensive range of data collected (see http://
deviceanalyzer.cl.cam.ac.uk/collected.htm). Briefly, much of the
data is «<hashed» - i.e. assigned an identifier tag that refers, e.g. to a
real number called by a participant: the project analyzes the tagged
information, not the real numbers themselves, to discern, e.g. pat-
terns in calling. Moreover, once the app is installed on one’s phone,
it provides participants with considerable control over the data col-
lected (one can pause or stop altogether).The homepage is careful
to inform the participant that «We do not collect transferred con-
tent. This means that we do not know which websites you visit or
the login details that you enter.» This assurance is repeated in affili-
ation with specific components of the app - e.g. «Data transfer» —
and in the descriptions of the details of the information collected
(in this case, the amount of data transferred over a given period of
time through either the phone connection or through WiFi).

At the same time, the kinds and amount of data collected are
breathtaking: the detailed lists of data types alone fill more than
one A4 page. It is distributed across four categories: basic data,
data about applications and their use, hashed identification of the
GSM cells the phone connects with, and an estimate of the phone’s
«coarse location» (every five minutes). And participants are clearly
willing to contribute this data. While their identity may not be

perfectly protected, it appears that participants are willing to have
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this extensive and detailed data collected about their phone use
both because they retain considerable control over their participa-
tion and because they receive some interesting and perhaps useful
benefits. However this may be, the identity protections of the proj-
ect are explicitly focused on individual identities (as hashed). It
does appear that the identities of close friends and relations are also
protected by default: phone numbers are hashed, for example.

A similar project on how Danes use their smartphones likewise
requires participants to install a «<Mobile Life» app, one that collects
data such as «number of calls, sent and received text messages, loca-
tion information, data usage, and product and application usage»
(Zokem 2011: 1; author’s translation). In this relatively extensive
(four page) legal document, participants are promised anonym-
ity: no personally identifiable information will be used (ibid.).
Moreover, according to the project director, her participants are
further assured by the fact that the project is sponsored by Telenor,
which enjoys a strong reputation throughout Scandinavia.’* As with
Device Analyzer, the privacy protections offered here are squarely
addressed to the individual. And, as with Device Analyzer, the con-
tent of messages, etc. sent to one’s close associates is not collected.
Moreover, the data collected are to be analyzed and distributed only
in aggregated and statistical form, thereby protecting both the iden-
tity of the individual and the identity of those within one’s intims-
feere. In contrast with Device Analyzer, however, these protections
are spelled out explicitly in terms of «rights and obligations» [ret-
tigheder og forpligtelser] (Zokem 2011: 3), as defined by the national
jurisdictions of Denmark and Finland (Zokem 2011: 1).

These two examples suggest that, so far at least, extant forms
of privacy protections (e.g. hashing data and using only statistical

32 Christine Von Seelen Schou (Telenor & University of Copenhagen), personal
communication, 20.12.2012.
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aggregations) and relevant law (in the Danish example) are sufficient
to assure contemporary subjects, addressed as individuals first of
all, that the remarkable range of data recorded through their smart-
phones will not be used in ways that would reveal their identities and
potentially embarrassing or harmful information about them. A last
example, however, demonstrates that this is not always the case.

A proposed research project in Scandinavia was designed
around the use of an app on participants’ smartphones similar to
the apps described above. The app would record the whole range of
communicative behaviors facilitated through the phone, including
texting, status updates, and web-browsing, photos taken and saved,
contacts added, deleted and retained, and so on. This unprece-
dented glimpse into their subjects’ personal lives — obviously a rich
source of new research data - also presented now familiar ethical
challenges regarding how to protect subjects’ anonymity, privacy,
and confidentiality. The researchers themselves were uncertain of
how to proceed: worse, the various relevant authorities — their own
university guidelines, national law and national research council
guidelines — offered advice and direction based on earlier, more
limited modes of research. The researchers thus faced a mix of both
inappropriate and inconsistent guidelines. The result was, in effect,
an ethical paralysis — with the further result that the research could
not go forward.*

I suggest that these research examples are significant primarily
because they (seek to) implement communication technologies
that represent par excellence the extension of networked commu-
nications that both facilitate and symbolize our sense of selthood
as increasingly relational, not simply individual. The good news
for Internet researchers who can only rely on extant guidelines is

that research into our most intimate spaces and behaviors can go

33 Anonymous researcher, personal communication, 20.06.11.
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forward nonetheless. This is in part as more traditional notions
of individual rights to privacy are rigorously protected through
technical means and, in the Telenor example, with an extensive
legal contract. At the same time, insofar as we are indeed shifting
in our sense of selthood towards more relational selves, it may be
that participants are willing to install such apps in part because of
a somewhat greater comfort level with sharing personal informa-
tion within research projects such as Device Analyzer that promise
the «best possible» but not absolute individual privacy protection.

The collapse of the third project, however, suggests that current
possibilities for Internet research that move into the most intimate
spaces of our lives — a move that is coherent with increasingly rela-
tional senses of selthood and more shared conceptions of privacy -
are well ahead of extant guidelines, policy, and law in at least some
cases. This collapse further suggests that Internet Research Ethics
should pursue the development of new guidelines more precisely
tuned to more relational senses of selthood - though not neces-
sarily at the cost of more traditional, individual senses of selthood.
In this development, we would likely be well served by taking up
Nissenbaum’s notions of privacy as contextual integrity as a starting
point.

Concluding Remarks

Internet Research Ethics can now point to a long and deep tradi-
tion of both national and international literatures - including the
AolIR and Norwegian National Ethics Committees’ guidelines. But
the relentless pace of technological development and diffusion
constantly offers us new ways of communicating and interacting
with one another - ways that frequently open up novel ethical chal-
lenges for us both as human communicants and as researchers. In

particular, I have tried to show that a specific strand of challenges
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emerge because of transformations at the most foundational levels,
i.e. with regard to our primary assumptions regarding the nature
of the self and thus how we are to understand moral agency, ethical
responsibility, and affiliated notions of privacy — where protection
of privacy stands as a primordial ethical obligation for researchers.
To do this, I have traced important connections between the high
modern ethical frameworks of deontology and utilitarianism with
strongly individual notions of selthood and privacy, as these have
been foundational for IRE (and research ethics more broadly) over
the past several decades. I have then turned to (late modern) shifts
towards more relational conceptions of selthood and affiliated
notions of distributed morality and responsibility — as these cor-
relate in turn with more recent expectations and practices of pri-
vacy as shared or group privacies, for example. Specifically, Helen
Nissenbaum’s account of privacy as «contextual integrity» draws
specifically on more relational notions of selthood - notions that we
have also seen already explicitly in play in Norwegian approaches
to privacy in terms of privatlivet, the intimsfere, and correlative
Norwegian research ethics requirements to protect the privacy of
not simply individual subjects but also that of the persons whose
close relationships constitute the intimsfeere and as such privatlivet.

Certainly, these shifts from more individual towards more
relational understandings and practices of selthood thus compli-
cate and make more difficult the articulation and fulfillment of
researchers’ ethical obligations. But as both the extant Norwegian
codes and the first two case studies explored in the final section
suggest, «difficult» does not mean impossible. On the contrary,
the success of these cases — of apps installed on smartphones that
allow researchers to reach into what otherwise have been the most
closed and intimate spaces of our lives — exemplify techniques,

including articulate legal contracts, that appear to be viable and
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effective in protecting both individual and more relational forms
of privacy.

The failure of a third project, however, illustrates in part the fatal
consequences for researchers in these new domains that can result
instead when local guidelines and national codes fail to mesh effec-
tively with these newer understandings and practices. Those of us
engaged with the ongoing development of Internet Research Ethics
obviously have our work cut out for us. I have argued that both the
Norwegian research ethics codes and Nissenbaum’s account of privacy
as contextual integrity provide us both real-world examples and phil-
osophical approaches that should prove most useful in such efforts.
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Introduction

In only a matter of years, people have populated online spaces in ways
that interweave us in mediated spheres as part of our lived realities.
We live in screens and in the intersections between screens. Many
of these spaces are public and semi-public. At first glance, personal
practices in these spaces might appear at odds with the public char-
acter of the venue: yet self-presentational strategies and interac-
tions become more meaningful when we share actual traces of life.
The concept of privacy is hence a moving target, constantly being
negotiated and renegotiated as a consequence of how we perceive
the in-flux boundaries between public and private spheres. And not
only is our personal life closely integrated with mediated practices.
Professional life is increasingly moving online, with the emergence
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of social intranets attempting to replicate social network sites within
enterprise contexts.

In this paper, I will discuss how we can research mediated
practices, both personal and professional, without compromis-
ing the privacy of the people being studied. One core premise
is that the potential public character of the content and people
being studied does not warrant the public display and exposure
of the research subjects. Traditional research ethics, ensuring the
privacy of the research subject, remains key, and perhaps ever
more so.

I have conducted several studies on how people make use of the
Internet in their everyday life for personal matters, as well as in
organizational work and professional and work-related domains.
Two different qualitative studies will be presented as examples,
demonstrating why researchers need to tread carefully when
approaching research subjects, gathering data, and presenting
results in publications. The first example is taken from a study of
young people’s use of social media, and is based on interviews of 20
young people between 15 and 19 years of age, as well as on obser-
vations of their online practices in blogs and social network sites
(SNS) in the years 2004-2007. The second example is taken from a
study of the use of a social intranet in an international ICT consul-
tancy enterprise. This study was conducted in the years 2010-2013,
and is based on interviews with 27 employees as well as on analy-
ses of their social intranet user patterns. In the latter example, the
social intranet is only available for the company employees, and
the content studied cannot be republished in research publications.
In both examples, the informants being interviewed gave their
informed consent to participate, and were guaranteed anonymity,
complying with requirements and procedures for data handling as
defined by the Privacy Issues Unit at the Norwegian Social Science
Data Service (NSD).
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In the following pages, I will first briefly review relevant litera-
ture on mediated practices and the specific challenges this poses
for research. I will then discuss the particular research challenges
experienced in studying social media practices in personal and
professional contexts, before concluding with a discussion of the
consequences of blurred private/public/professional realities for

qualitative research.

Background: Researching online practices

Traditional research ethics stipulate certain requirements regard-
ing how research should be conducted (for example, participants
should be informed about the purpose of the study, that partici-
pation is voluntary, and that they can withdraw from the study at
any time). Only then can the participants give their informed con-
sent to participate. The requirement to obtain informed consent
from research participants is incorporated in European legislation
(European Commission, 2013: 14). For Norwegian research proj-
ects, the Privacy Issues Unit at the Norwegian Social Data Service
(NSD) ensures that research projects, including the recruitment of
participants and the management of personal data, are conducted
according to Norwegian privacy laws. The unit ensures that the col-
lection, safeguarding, storage and reuse of personal data comply
with ethical and legal standards.

Yet, whereas traditional research ethics may seem relatively
uncomplicated, challenges arise for researchers who attempt to
understand and analyze online personal practices, particularly
when it comes to republishing online content in research publica-
tions. When discussing research of online behaviour, we need to
discuss the character and perceptions of online behaviour as situ-
ated between the always renegotiated spaces between what is pri-

vate and what is public.
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Opverall, the dual notions of online/offline tend to keep us focused
on the differences between online and offline rather than on the
embodied realness of online behaviours. Addressing online/offline
is preferable to the «old» dual notions of virtual/real, yet we need to
improve our understanding of online life as an integral part of life.
Users” behaviour online is usually «firmly rooted in their experience
as embodied selves» (Ess, 2003: 26). Similarly, Nissenbaum (2011:
43) argues that life online is thickly integrated with social life, and
that online practices «retain fidelity with the fundamental organizing
principles of human practice and social life». Thus, norms governing
the sharing and distribution of personal information remain key even
for social life online (ibid.). From this we can assume that research on
mediated practices should comply with conventional research ethics.

In a Norwegian context, the NESH guidelines for research eth-
ics stress the importance of the researcher considering people’s
perceptions of what is private and what is public (Bromseth, 2003,
Forskningsetiske komiteer, 2006: 17). For example, reader debates
in online newspapers are manifestly public. Observations of public
offline settings usually do not require consent from the observed
subjects, who remain unknown and anonymous to the researcher
(Mann, 2003). Similarly, following the first version of ethical guide-
lines for Internet research published by the AoIR ethics working
committee, «the greater the acknowledged publicity of the venue,
the less obligation there may be to protect individual privacy, con-
fidentiality, right to informed consent, etc.» (Ess, 2002: 5).

However, assessing the acknowledged publicity of an online
venue is not always straightforward, at least not as seen from the
point of view of the participants. A personal blog might be pub-
licly available for all to read, though very often it can be regarded
as a personal and private space by the author. As a researcher I
typically inform study participants that personal data will be ano-
nymized and that it will not be possible to identify who they are.
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This means that I cannot republish online content originally
published by research participants even if that content is publicly
available online. The fact that people publish personal information
online, and leave publicly available traces of sociability and self-
performance, does not mean that this content is «up for grabs» by
social scientists without carefully considering the privacy of the
people being studied. As emphasized in a number of studies, peo-
ple may maintain strong expectations of privacy and ownership of
personal data even if that data is in fact publicly available (Walther
etal., 2008, Luders, 2011, boyd and Marwick, 2011). Other online
spaces are manifestly restricted in terms of publicness and are
only accessible by invited and registered users. Private Facebook,
Twitter and LiveJournal profiles as well as company intranets and
online resources should leave no researcher in doubt as to whether
they can use this content in their own publications. They cannot,
at least not without consent and anonymizing the content.

Much has changed since the publication of the first version of
ethical guidelines for Internet research by AoIR in 2002. As a conse-
quence of technological developments, a new version of the guide-
lines was published in 2012 (Markham and Buchanan, 2012). These
guidelines propose that a number of principles are fundamental to
an ethical approach to Internet research. First of all, the researcher
needs to consider the vulnerability of the people being studied. The
greater the vulnerability, the greater the obligation of the researcher
to protect them. Secondly, a one-size-fits-all approach is not via-
ble. Harm is defined contextually, and assessing how to conduct
ethically sound research must be made according to the specific
context. Thirdly, digital information involves individual persons
even if it is not immediately apparent how and where persons are
involved in the research data. Fourthly, the rights of subjects may
outweigh the benefits of research. Fifthly, ethical issues may arise

during all steps of the research process. Ensuring that the privacy of
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the people being studied is not compromised is therefore important
in all stages of the process, from planning to publication and dis-
semination. Finally, the guidelines stress ethical decision-making
as a deliberative process, meaning that researchers must consult as
many people and resources as possible in this process.

I will return to some of these principles in the conclusion,
addressing how two different studies require certain strategies for
ensuring the privacy of the research participants.

The two case studies I will discuss are similar in that I rely on
interviewing people in addition to studying their online practices.
As the participants have agreed to take part in the study on the
condition that their identity will not be revealed, I do not include
explicit examples of content they have published online. Protecting
the privacy of my informants concerns how I gather and store
data, as well as how I refer to them and their online practices in
publications. As will be evident, a consequence of the agreement
with the informants is that any empirical examples of content must
be reconstructed, even if this practice is scientifically disputed.
Reconstructing empirical examples does not imply inventing
examples, but making required changes in order to maintain the
original meaning and message while ensuring the original content

cannot be retrieved through searches.

Example 1: The use of social media
among young people

In my PhD work I followed 20 people between 15 and 19 years
of age in the period 2004-2007. I followed their online practices
in their blogs and in social network sites, and I interviewed all of
them once. My informants were guaranteed anonymity, and their
names were changed in the analyses and publications. These condi-

tions were described in a formal postal letter of consent, which the
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informants signed. According to the Norwegian Data Inspectorate
(Datatilsynet), minors who are 15 years or older can give their
informed consent in the relevant sort of cases (Datatilsynet, 2004).

My study concerned mediated individual practices, some of
which could expose the informants in rather intimate ways (e.g.
revealing photos or textual confessions) and disclose their identity
ifrepublished in the context of this thesis. Though these expressions
were often publicly available online, efforts were made to secure the
privacy of the informants. I reported on their online lives and user
patterns, but I did not republish their online expressions or photos.

At that time, young Norwegian bloggers typically avoided reveal-
ing their full name in their blogs and/or protected all or part of
the content as accessible only to connected blog friends (e.g. with
friends-only blogs in LiveJournal). Hence you could not google my
informants and find their blogs. Yet those with publicly available
blogs were all easily recognizable if you found their blogs and knew
them offline: they revealed their first names, and often published
pictures and other information that exposed their identities. My
obligation to ensure the anonymity of my informants meant I sim-
ply could not include any information that might identify them. My
inability to include content which my informants had created online
was thus a consequence of conducting research interviews. It was
simply not viable to combine anonymous interviews with analyses of
online practices if those practices were also reproduced in my work.

However, even if a researcher relies only on analyzing online
content (and thus avoids the problem of revealing the identity
of interviewees who have been promised anonymity), the public
availability of content does not necessarily imply that content can
be used without consent, or at all. We need to consider people’s
perceptions of what is public and what is private. The experi-
ences and perceptions of my informants illustrate the complexities
involved.

83



MARIKA LUDERS

Informants who had a publicly available presence (even if anon-
ymous or pseudonymous) perceived these spaces as private. They
did not regard their blogs as public by practice, even if the blogs
indeed were public by technology. The development of media tech-
nologies has always been connected to the increasing exposure of
the private sphere in the public sphere (Warren and Brandeis, 1890:
195, Barthes, [1980] 2001: 119, Meyrowitz, 1986: 99). Network cul-
tures reinforce this tendency. In public contexts people generally
act in accordance with the expectations of several other groups
(Meyrowitz, 1986). Even so, personal blogs and social profiles can

be perceived as private, even when they are publicly available:

Kristoffer (18): For a long time I had a title on my blog saying
that if you know me, don't say that you have read this.

Marika: Why?

Kristoffer: Because then it would affect what I write. Then I
would begin to think in relation to that person. I try to write
my thoughts, but if I know that a person is reading it I begin
to think of that person as a recipient. And I just want my mes-
sage to get across; this is my message to myself.

18-year-old Linnea describes a similar experience with her blog as

her own private space:

Linnea (18): I try to pretend that no one reads it. Or that I
should be able to be honest and write what I want to without
thinking, no, I can’t say that because he will read it and I can’t
write that because she will read it and I definitely can’t write
that because the whole class will read it.

In spite of the fact that Linnea, like Kristoffer, emphasizes that she
cannot consider her readers when she writes, she does appreciate
having readers and is happy and grateful when she meets people
who have followed her life through her texts and photos: «I think
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that if the diary is worth spending time on, then I am doing some-
thing good. [...] And that I can mean something to someone. That
feels really good.» Kristoffer and Linnea publish texts and photos
online because they enjoy writing and taking photos, and they
appreciate comments from readers.

The interviews demonstrate the indeterminate distinction
between the private and public subject, and also pinpoint how

offline as well as online publics include private spaces:

Kristian (17): After all, the Internet is no more public than
the world outside [...]. I don't care if a stranger sitting at the
next table in a Chinese restaurant eavesdrops on my personal
conversation with a friend.

The Internet is more public to the extent that actions are available
to an audience independently of time and space: i.e. expressions
stretch beyond the here and now, as is the case for public blogs,
social profiles and photo sharing services. All the same, Kristian
does have a point that often seems to disappear when distinc-
tions between private and public arenas are discussed: private
actions take place within public spaces both online and offline.
My informants thus perceive the Internet as a public space, but in
this public space they create their own private spaces where they
share personal narratives and experiences. Worrying that personal
information published online can be misused is characteristic for
dominant societal discourses, also affecting the perceptions of the
informants. Simultaneously, they regard having a public presence
online as meaningful and valuable. My informants often appeared
surprisingly honest online, but they typically emphasized that they
negotiated what they shared, as they were well aware that their
blogs were publicly available. Fifteen-year-old old Mari explains,
«I only share a little bit of myself with the rest of the world, not
everything».

85



MARIKA LUDERS

Although I did not include content published by my informants
in my publications, I did include extracts from other «typical» teen-
age blogs and profiles, but I chose to reconstruct them, and I got
their informed consent to publish the content in my own work. One
of the extracts I included was a blog post by 17-year-old Mari. She
writes mainly friends-only posts in her LiveJournal, available only for
users she has added to her friends list. Occasionally she makes excep-
tions and writes public posts, and I used one of these posts to illus-
trate how she negotiates boundaries between her private and public
self-performance. I first translated her blog post to Norwegian for a
Norwegian publication. I then translated it back to English for my
thesis. I also googled different parts of the quote to make sure her blog
could not be retrieved based on the reconstructed post in my own
work. This does mean that my research becomes less traceable, though
I reconstructed her blog post to keep Mari’s identity anonymous:

The first time we kissed was at the traffic lights near Hyde
Park. I was still sort of in a state of shock and giggled and
laughed at what he said without saying much myself. To be
honest I was quite frightened by the weirdness of the situa-
tion. My Internet friend had come out of the screen and as
always when that happens, my brain and ability to formulate
do not cooperate particularly well.

So there we are waiting for the green man and he has his
arm around me and I lean in to him and try not to pass out
from all of these new experiences and I look up at him and
smile (something which in itself is nothing new - I always
smile) and he looks at me and leans towards me and we kiss.
I get a bit funny inside but I do not gasp, and it is actually not
unbelievably romantic. [...] We kiss affectionately with open
mouths and then the green man appears and we stop kissing
and we giggle a bit before we move across the road while still
closely entwined. («Mari’s blog post»)
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It may seem contradictory that Mari chooses to air a rather private
experience in public; however, in an e-mail she explains that she
chose to make this post public, because «it’s about a very impor-
tant and positive event in my life, and I managed to write some-
thing nice and reasonably meaningful». In continuing she explains
that she is satisfied with how she manages to present herself and
her personality, and that she wants to share this story because she
knows that numerous others identify with «Internet romances». In
this way, online spaces are used to mediate personal experiences
and bring what is private into public spaces.

My informants stressed that they felt they had personal control
over mediated expressions, meaning they could carefully create
expressions that they were comfortable sharing. The consequence
of this perceived sense of control implied they would share sto-
ries online that they would not typically share with their friends
offline:

Andreas (18): It’s easier to express yourself accurately online,
so online conversations are often profound and very open.
You can write it down, and have a second look at what you're
trying to say. If you don’t like how you expressed something,
you can just edit it. Then it’s easier to be honest, and I think it’s
easier to tell people what I really feel.

Most of the texts and photos that Andreas (18) publishes are
publicly available. Private revelations, however, are only available to
registered friends or acquaintances (i.e. people added to his friends
lists). Yet occasionally he needs time to decide what he wants to
share with others:

Andreas (18): You kind of want to get it out, but you don’t
want anyone to know just yet, so it is good to be able to write
a private post. Even if I have a tendency to make private posts

available to friends when I read them the day after.
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Anders (17) writes a paper diary in addition to his online diary:
«I’'m more open and honest in my diary, but on the whole what
I write in my diary comes out on LiveJournal a couple of days
later. I just need some time to think and such.» The comments of
Andreas and Anders indicate that the opportunity to construct
expressions and to be able to reconsider these expressions at a
later point sometimes make them present themselves differently in
mediated settings. Similarly, the physical absence of others makes
users feel more in control of their mediated sense of self, or in
Goffmanian terms, users have more control with expressions given
off (Goffman, [1959] 1990: 210-212).

In other words, there are unique qualities with mediated forms
of communication, and these qualities affect how individual users
choose and manage to present themselves. Thus mediated com-
munication is sometimes characterized by candidness, as users
have more time to create expressions and exercise greater control
over self-representations.

To summarize, Internet services such as blogs and SNSs are
peculiar: although technically they might be public or semi-
public, these spaces provide us with an opportunity to be pub-
licly private in modes we have not previously been accustomed
to. We can inhabit them and share experiences in the form of
texts and photos with an audience that stretches far beyond what
used to be possible in pre-Internet times. Yet my informants were
very clear about their limits of intimacy. The online subject can
be open and honest, often more so than in offline sociability, yet
what is made available remains a filtered reflection of the self.
Most importantly, the ambiguity of blogs as private or public
means that «technically public» does not equal «public in prac-
tice» or «public» as content that researchers can choose to use as

they please.
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Example 2: The use of a social intranet
among knowledge workers

The second case study I will discuss with regard to research ethical
assessments is a qualitative in-depth study of the adoption of the
social intranet Jive Software by an international ICT consultancy
enterprise that employs approximately 5,000 people. The study,
involving qualitative interviews with 27 employees located in four
different countries and observations of user patterns in the social
intranet, was conducted by Lene Pettersen and myself.

Consultants in all divisions of the enterprise are typical knowl-
edge workers, and the company introduced JIVE in the summer of
2010 to enable employees to «build professional networks, develop
competence by following others more skilled, finding out what oth-
ers are doing and not reinventing the wheel, having things you’re
working on easy to find and share, easily work with colleagues in
other business units» (obtained from the company’s strategy for
implementing JIVE). JIVE has been organized as a social intranet
tool, with national as well as public intranets and restricted groups
for discussions and sharing of content, experiences and knowledge.
The newsfeed that the employees see when they log in depends on
which office they belong to, which peers they follow, and which
groups they have joined as members (i.e. similar to how Facebook
and LinkedIn function).

As used by our case company, JIVE is a non-public space: online
practices are only available to the employees in the company. As
such information is not public. In this study, protecting the privacy
of our informants proved to be very important. In the course of
the research process we also realized we had to keep the company
anonymous in order to report as truthfully as possible what our
informants told us. When conducting qualitative research projects,

the aim is often to uncover in-depth knowledge about experiences
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and opinions as truthfully as possible. To succeed, researchers need
to develop trust and rapport with the interviewees.

In our study, we soon experienced the benefits of having estab-
lished a relationship of trust with our informants. They were
informed about the study being conducted without disclosing their
identity to the company or anyone else. Information about handling
of data was included in the information about the study that the
informants received before giving their informed consent to partic-
ipate. This letter also described that the study had been reported to
the Norwegian Social Science Data Services, and that the study and
the handling of empirical data was conducted in compliance with
its regulations with regard to confidentiality and archiving of data.
It would not be possible to recognize the persons interviewed in
any reports or articles. This formal procedure for guaranteeing that
the study would ensure our informants’ confidentiality and privacy
seems to have helped us to establish rapport and trust. We experi-
enced a high level of candidness from our informants, as demon-
strated by highly opinionated expressions about the company, the
social intranet and their local work environment.

In the past few years, the company had faced a series of
acquisitions, reorganizations, and a significant labour turnover,
resulting in frustration for some informants. The interviews we con-
ducted provided us with in-depth insight into the workplace expe-
riences of our informants. The openness our informants showed
us demonstrates the importance of having established a trustful
relationship.

No, as I said earlier, our culture has changed significantly.
When I started [...] everyone had their own voice and were
individuals with their own opinions. This has changed. Now
were supposed to brown nose those with many important
and international contacts and who might be promoted to
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an important position. [Those who participate extensively in
JIVE] are those who try the hardest to position themselves.
[...] Their billable time is minor, and they talk a lot [laughs].
(Female in her 40s)

All is not misery in our case company: there are distinctive differ-
ences between the informants, and also differences in the experi-
ence of the work environment at local offices, and the quote above
is representative only for the above informant. Yet her opinions are
reflected in more modest forms among other informants as well:

[Active users of the social intranet] are the Yes-people. Those
who flatter and agree with the management. The Yes-people
are those who participate in the social intranet, and who

reproduce their Yes-views in their Yes-clan (male in his 30s).

This input is crucial when we try to understand the employees’
experiences of the company’s social intranet. The honesty our infor-
mants showed us made them more vulnerable, and making sure they
could not be identified by the company or anyone else became even
more essential to us. Moreover, conducting the interviews uncov-
ered that reluctant users of the social intranet had significant pri-
vacy concerns: for example, they would not «like» critical posts by
colleagues even if they actually liked the content, because their own
name would then be visible to everyone in the company, including
managers (Pettersen and Brandtzeeg, 2012: 13-14). Conversely, the
experiences and opinions of informants who actively participate
with content in the social intranet could also increase the vulner-

ability of informants if their identity were disclosed.

I think you can use JIVE to brand your name within the orga-
nization. 'm not saying I'm schmoozing with the manage-
ment [...]. But with JIVE [...] like when I comment on a post

from [manager], the distance between us decreases and my
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name might be noticed. [...] There were no similar opportu-
nities before JIVE. Like I couldn’t keep track of what my man-
ager was thinking and feeling, and then e-mail him and say,

«Hey, I really like what we're doing now». (Female in her 30s)

Our promise to keep the informants anonymous both for the com-
pany and for the public means we avoided providing informa-
tion about the office they belong to and their specific age, and we
removed any information that might identify them. Gender and
approximate age are included, as in the examples above: «female
in her 40s». The combination of information about gender, specific
age and office can easily reveal who many of them are. We carefully
and consistently assessed whether the information we included in
publications contain information that could result in individuals
being identifiable. This is of course particularly important as our
informants have shown us a level of trust and told us stories that
might jeopardize their professional position in the company and
even future positions if they choose to pursue a career elsewhere.
In this study, our responsibility to our informants makes it more
challenging to present JIVE in a meaningful way to readers who
are not familiar with the service, i.e. most readers. Screenshots of
how the company makes use of JIVE cannot be included as is, but
must be manipulated to protect both the company and the users.
In her work, Pettersen has manipulated screenshots from the com-
pany’s social intranet, substituting fictional photos and names for
real photos and names in order to visualize the technical solution
(for illustrations, see Pettersen and Brandtzeeg, 2012). This prac-
tice resembles what Markham (2012) has labelled «fabrication» of
empirical data. As Markham explains, within scientific communi-
ties «fabrication» of data is typically regarded as unethical research
conduct. Yet, considering the need to protect the privacy of indi-
viduals when conducting qualitative studies of online practices,

Markham claims fabrication is a sensible and ethically sound way

92



RESEARCHING SOCIAL MEDIA

out. Instead of including empirical examples as is, the researcher
instead creates composite accounts of persons, events or inter-
actions. Fabricated examples are hence ideal type descriptions
induced from the material. Such research practices are still scien-
tifically disputed, and the need to protect the privacy of informants
might jeopardize opportunities to get published. As Markham

explains with reference to another case,

I learned that a publisher had rejected a paper written by two
of my colleagues, solely on the claim that they were faking
their data by presenting invented composite blogs instead of
quoting directly from actual blogs. (Markham, 2012: 334)

Similarly, Pettersen and I have received reviews of our work that
express concern about the lack of detail about JIVE: «A first con-
cern is the lack of detail we have on JIVE - its particular functional-
ity — screenshots and so forth might be useful» (from a review on a
paper submitted to a conference). Pleasing reviewers would require
us to reconstruct, in greater detail, screenshots with fabricated tex-
tual and visual content to protect the anonymity of the company
and the employees, which in turn might prompt reviewers to criti-
cize the illustrations as fake and constructed.

To summarize, researching non-public company websites that
contain confidential information requires specific considerations
with regard to how the researchers treat the research subjects.
Clearly, content cannot be published as is. However, also informa-
tion retrieved through research interviews must be handled care-
fully. Our informants trusted us, and several informants shared
stories they would not share publicly in the company. The relation
between trust and sharing is of course well documented in sev-
eral studies, and is also something we as researchers benefit from.
As a consequence we cannot share information or combinations

of information that might harm our informants if they are made
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recognizable. We can consequently relate our experiences with
arguments that point towards the need for fabricating or recon-
structing data in ways that protect informants, even if such recon-
structions might be at odds with requirements about how research

results are usually presented.

Conclusion

The informants in the two case studies are vulnerable, but for dif-
ferent reasons. Young research participants are vulnerable due
to their age. In my study of young people’s online practices, my
informants were also vulnerable as a consequence of their self-
performance practices in social media. Even if their blogs were
publicly available, they still perceived their own blogs as their own
private space and disclosed honest and intimate (if nevertheless fil-
tered and edited) accounts of life. The interviews were conducted
on the condition that the participants would remain anonymous,
and this made it impossible to include content from their online
practices in research publications. The knowledge workers inter-
viewed in the second case study are adults with a high level of
social, cultural and economic capital. However, most of our infor-
mants made themselves more vulnerable by sharing experiences
and opinions they would not share openly in the company. They
felt comfortable doing so because they trusted us to keep their
identities anonymous.

Both case studies demonstrate how a one-size-fits-all approach
with regard to ethical decision-making is not viable. The peculiari-
ties of each case are only uncovered in the actual research process,
and consequently the premises for making ethically sound judg-
ments changed during the course of the studies. The interviews
with the young bloggers uncovered complicated perceptions of pri-

vate versus public, which only emphasized how I could not possibly
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use their content as I pleased in my own work. Similarly, Pettersen
and I entered the social intranet case study rather naively, thinking
it would suffice to keep the identity of the informants anonymous.
The stories we heard are typical for knowledge workers, yet we
could only report these stories truthfully if we also kept the iden-
tity of the enterprise anonymous. In both cases, ethical issues arose
throughout the research process. Moreover, both case studies point
to the importance of thinking in terms of ethics throughout the
research process, from planning to publication and dissemination.
Strategies to ensure the privacy of the research participants, for
instance, instilled creativity concerning ways of illustrating online
practices. These could not be republished as is in publications, but
had to be anonymized and reconstructed even if such reconstruc-
tions might be at odds with «normal» scientific practice.

A process approach to research ethics means that the particular
judgments made in the above case studies cannot easily be applied in
other research cases. Ethical challenges will arise at different stages in
the research process, and many of these challenges will only become
apparent as the researcher becomes embedded in her research project.
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Introduction3s

One of the challenges we often face as researchers within the
social sciences and humanities is to answer the question con-
cerning how our research can contribute to society at large.
What is the relevance of what we do? Can we make people’s lives

better? Safer? More manageable? A typical way of ensuring - or

34 This contribution is in part built on Staksrud (2011). The data that forms most
of the empirical basis and experience for this chapter originally derived from the
general social sciences exercise of producing quantifiable results to inform policy
making, and the tension and interaction that often rapidly erupts between moral
panics, policy development and academic research. The data was not originally
collected for research purposes, but with the intention of informing policy and
pinpointing effective practical strategies for online safety work. It was not based
on a theoretical model, but developed as a co-generative study, with «everyday
theorists» (Bruhn Jensen, 2002, p. 287).

35 In this paper, the distinction «quantitative - qualitative» is used literally, not
derivatively.
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providing - such relevance is by informing policy development.
Aswe all know, the global nature of the Internet creates challenges
for policy makers. The Internet, with its content, risks, services
and users, is in essence trans-national - and even global. Its basis
is not governments, but rather commercial companies, private
citizens, and organizations. At the same time most societies, on a
political level, need and want to keep services and businesses in
line with current policy developments and to ensure the moral
and legal rights of citizens, in this case users. This relates both to
rights of protection from potential harm and illegal content and
the right to communication and activities whose status depends
on legal, societal, cultural and financial frameworks, conven-
tions and expectations. For instance, pornography and violent
content can be (legally) published in one country and accessed
by users - young and old - in other countries, where the con-
tent is deemed illegal. Likewise, a paedophile can groom a child
anywhere in the world, and a teen can illegally download copy-
righted material from a server or network situated on the other
side of the planet.

Traditionally, a practical way of solving the legal challenges
that the Internet’s seemingly borderless nature creates has been
to implement and rely on self-regulatory agreements where com-
mercial companies take on social responsibility (Staksrud, 2013,
pp- 87-110). Thus, for the users their rights as traditionally afforded
by the nation-state are transformed into user agreements for the use
of the technology, typically labelled «rules of conduct» or «terms
of service». However, unlike nation-states, commercial companies
do not have evaluation, transparency and accountability built into
their organizational structures. Consequently, independent test-
ing and evaluation becomes the cornerstone of all self-regulatory
policy efforts. With the ethical and methodological safeguards that
are built into the trade and traditions, researchers can help fulfil
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this need for accountability and transparency, and may do so with
both local and territorial/global perspectives.

Doing so, the researcher must look beyond standard modes of
operation in order to fulfil obligations on all levels. Despite them
being obvious points, one must actually heed the fact that online
activities are cross-border, one must consider ethical aspects such
as the question of whether gathering information may be problem-
atic even if the data is freely available, and one will have to consider
commercial interests to a perhaps greater degree than the usual
political ones.

Building on this understanding, this chapter addresses three

methodological and ethical challenges related to Internet research:

1) How can we make sure that we do not replicate standard per-
ceptions of minors’ Internet use, but rather open up the field to
gain new insights?

2) How can we research communicative features and user prac-
tices in online communication services, such as social net-
working sites, without compromising the privacy and integrity
of third party users, especially when these users are children?

3) How can we as researchers fulfil our mission of indepen-
dence and critical reflection on policy development in a field
where businesses rather than governments are the principal

regulators?

The challenges will be addressed by making it even harder: Critical
policy research in online environments is challenging in itself due
to the new and complex array of stakeholders and the lack of trans-
parent regulatory frameworks. It is even harder when the users in
question are minors (children), often assumed to be «vulnerable»
users, with all the added ethical complications and obligations this
entails. Throughout the discussion, «children» will be used as the
Internet user and informant of reference.
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The right to be researched

Perhaps the biggest challenge in the quest to ensure people’s
right to be researched is to research underrepresented, so-called
«vulnerable» groups. These are groups for which informed con-
sent cannot be obtained directly and sufficiently, e.g. people with
mental disabilities, those with financial needs that might make
them vulnerable to certain types of research (having no real choice
to opt out), or — the largest group of them all: children. For all of
these groups there are special ethical considerations, which place
a larger responsibility on the research community as a whole. For
in a risk society, as described by Farrell (2005, pp. 2-3), research
with children is in itself understood as a risky enterprise, and strin-
gent legislation and policies are designed to protect children from
dangerous adults - including researchers (see also David, Tonkin,
Powell, & Anderson, 2005).

An unintended but yet real result of this state of affairs is that one
often finds these groups less researched than others. This is espe-
cially the case when we look at issues related to the «population»,
the «public», or, as typically within the research field of media and
communication, the «audience» or «users». Children constitute a
prime example of a sub group which is often (if not always) for-
gotten, and in reality are overlooked when it comes to sampling
and collection of data that aims to inform policy development in
general, and policy related to children themselves in particular.
Therefore, in policy as in research, when we refer to «the public»
and its features, forms, needs and meanings, we often do not mean
all people, but rather those above the age of 15 (at best), or more
likely above 138.

Traditionally, to the extent that children are researched, this has
typically been done by proxy, by asking their parents and guardians
about how they are, what they do and how they feel. Even when com-

paring children, this is often done, explicitly or implicitly, by using
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adults and their behaviour and experiences as a frame of reference
providing the desired standard. As noted by Livingstone (2003: 158),
researchers are less likely to ask children directly about their access
and use, and more prone to ask their parents. Thus, much quanti-
tative research and surveys on children in general and their media
practices in particular have not been conducted with children, but
rather with their parents, who assess and report on how their chil-
dren behave, feel and (to a lesser extent, see Staksrud & Livingstone
(2009)) cope with various issues (see also d’Haenens, Vandoninck, &
Donoso, 2013). Adult reports are treated both as benchmarks and as
having a higher truth value than those from children, as they are per-
ceived as more «objective».’* However, comparative research, where
both children and parents have been asked about the children’s prac-
tices, has shown how parents often do not have the correct under-
standing, knowledge or perception of the children’s activities and
experiences, also, and perhaps especially, when the questions asked
are about risks (Staksrud, 2003; Staksrud, 2008).3 Issues related
to children and media typically creates policy interest. Media and
children often triggers strong fears in parents and other adults: the
end of innocence in our children, and the uncertainty of the new,
unfamiliar media and its potential negative influences (Staksrud &
Kirksaether, 2013). Thus, there is also a long tradition for questions

about (new) media and children creating media panics.

36 For a more detailed account of such research models and their implications see
Hogan (2005, pp. 24-26).

37 There are honourable exceptions to be noted of quantitative surveys in the field
of children, Internet and online safety that have had children as informants. Most
such surveys have taken place during the past decade, and many have been funded
by the European Commission or by national governments (see Staksrud (2011,
Pp- 57-59) for a comprehensive list). Some of the research projects also included
conducting interviews with parents, making comparisons between children’s and
parents’ accounts of the same online experiences and practices. Such comparisons
can be seen as a sign of valuing children as informants, making their voices at least
as important as their parents.
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Thomson (2007, p. 207) makes an interesting point about how
within methodology and methodological research there is «a ten-
dency to employ a meta-narrative of ‘children’ that is based in the
polarized, fixed and separate identities of child and adult», ques-
tioning the myth of the all-powerful adult and the incompetent
child. This information is then used to inform policy development
and regulatory initiatives — also in the field of the Internet. Could it
be that as we label something as «research with children», we might
automatically set a confined frame of reference for our Internet-
related research as well? Or, to put it another way: is the adult-
child constellation something of a sociological dichotomy within
research that should be more fully discussed as such (Staksrud,
2011, pp. 54-56)%%

The rationale behind such research approaches with children, as
opposed to on them, is that children are viewed as agents in their
own life and competent and capable of answering questionnaires
and participating in research. There is also an underlying belief in
and respect for their ability to answer questions about their own
lives, experiences and feelings — on this they are the experts. Thus,
I place myself alongside Saporiti (1994), arguing for seeing child-
hood as a status with the methodological consequences that follow,
including utilizing age as a practical device for making distinctions,
but not as the only criterion for assessing the status of children and
childhood (Saporiti, 1994, p. 194). This is, however, a fairly new
approach. Historically there is a long and crude tradition of research

on children,* where asking them directly about issues concerning

38  For an overview of other various and typical sociological dichotomies and discus-
sions thereof see Jenks (1998).

39 Most of the documentation of this approach can be found in the field of medi-
cine. Using children (especially those institutionalized, such as in orphanages, with
little protection from authorities) for medical experiments (of which exposure to
viruses and the testing of vaccines would be a typical example) have been quite
frequent, as the children often were «cheaper than calves» (Swedish physician of
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them would not be considered a sound methodological approach.
According to Borgers, de Leeuw & Hox (2000), the first direct
account of how to interview children came in the 1954 edition of
The Handbook of Social Psychology (Maccoby & Maccoby in Lindzey,
1954), but for the most part methodological accounts of research
with children were based on ad-hoc knowledge from diverse fields.

At the same time there is a need to recognize that children may be
vulnerable and in need of special attention and protection throughout
the research process. Additionally, one needs to pay attention to other
differences such as their physical size and strength compared to adults,
their general social and legal statu