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Hate speech is central in discussions of the legal and social boundaries 
of freedom of speech. On the one hand, any ban on hate speech is a 
limitation of free speech. On the other hand, hate speech may in itself 
pose a social boundary on free speech through inciting fear and silen-
cing individuals. Based on a large-scale survey among Norwegian 
adults, the chapter studies experiences of hate speech and other unplea-
sant comments in social media, and whether hate speech discourages 
people from voicing their opinions. The results suggest, first, that people 
of immigrant backgrounds are more exposed to hate speech directed 
towards legally protected grounds, but that the majority population are 
as equally exposed as immigrants to other more general unpleasant 
comments in social media. Second, the results suggest that more gene-
ral unpleasant messages may have consequences similar to those of hate 
speech, in terms of willingness to voice opinions publicly. However, 
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women and people of immigrant background are more affected by hate 
speech directed towards legally protected grounds than other groups. 
The chapter thus demonstrates how hate speech may have negative 
democratic consequences by silencing certain groups.

Introduction
Free speech and the protection of minorities are not usually 
incompatible values; nevertheless they can come in conflict. 
Liberal democracies constantly engage in delimiting the legal 
boundaries between preserving freedom of speech and comba-
ting racism, harassment and discrimination (cf. Bleich, 2011). 
And hate speech – persecutory, hateful or degrading speech 
directed towards certain group attributes – is a core issue in dis-
cussions of the boundaries of free speech.

Legislating against hate speech and harassment means that 
some utterances are deemed unacceptable and unlawful. This 
can be problematic because it entails a constraint on freedom of 
speech and can potentially limit public discussions through a so 
called chilling effect – i.e. that individuals might be discouraged 
from engaging in legitimate political debate by threat of legal 
sanction (cf. Gelber & McNamara, 2015 p. 640). A further argu-
ment against hate speech regulation, and in favour of allowing 
such utterances, is that discriminatory and hateful speech is best 
met by counter-arguments in public debate. Thus, freedom of 
speech can in itself be seen as a tool to combat hate speech and 
discrimination through what can be called the ‘cleansing func-
tion’ of public debate (NOU, 1999 p. 10).

On the other hand, hate speech can have negative consequen-
ces for society and the targeted individuals. Allowing hate speech 
in public debate can contribute to making such rhetoric appear 
more legitimate and acceptable, paving the ground for even more 
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hate speech. Furthermore, hate speech can in itself have a discou-
raging effect on the exercise of free speech. One purpose of hate 
speech is to incite fear in the groups targeted. Hate speech works 
to guard and reinforce boundaries and hierarchies between 
groups, and to remind those who are considered ‘different’ or 
‘other’ of where they belong (cf. Perry, 2001). Experiences with, or 
fear of, hate speech can shape individuals’ propensity to speak 
their mind, and make targeted individuals or groups more cauti-
ous in expressing their views and making themselves visible. 
A potential consequence of hate speech is that certain groups are 
silenced, thereby excluding particular voices and viewpoints from 
public debates. Thus, while legislation against hate speech poses a 
legal boundary on free speech, hate speech in itself can, in effect, 
also function to limit the individual’s exercise of the right to free 
speech through instilling fear and causing withdrawal from public 
debate for those targeted. In this sense, hate speech can represent 
a social boundary for free speech.

The aim of this chapter is to study experiences with different 
forms of hate speech in social media, and whether such experi-
ences discourage people from expressing opinions publicly. So 
far, discussions about freedom of speech and hate speech have 
largely been legal and normative, and there has been a remarka-
ble lack of empirical contributions (Bleich, 2011). This chapter 
takes a sociological and empirical approach to hate speech, and 
speaks to the overall theoretical framework of this book by ana-
lyzing how hate speech can function as a social boundary for the 
individual expression of opinions, and how these boundaries 
may be different for different groups. The chapter draws on a 
large-scale population-based survey with more than 5000 
respondents, carried out in June 2016 in Norway. The large 
number of respondents in the survey enables us to scrutinize 
variations among different subgroups of the population.
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The rest of the chapter is structured as follows: We begin by 
discussing the concept of hate speech, before reviewing previous 
research on who are targeted by hate speech, and the potential 
consequences of hate speech for individuals, groups and society. 
Next, we present our data and empirical analyses, and finally we 
discuss the implications of our results.

What is hate speech?
Hate speech is a contested term, and there is no shared defini-
tion of the concept (Gagliardone, Gal, Alves, & Martinez, 2015; 
Gelber & McNamara, 2016). Still, definitions of hate speech 
typically focus on two key features: the tone or style of the mes-
sage, and what ground(s) the message is directed towards. Hate 
speech can be defined as persecutory, hateful, or degrading 
speech that is directed towards an individual or a group on the 
basis of certain (perceived) group attributes (Boeckmann & 
Turpin-Petrosino, 2002; Gagliardone et al., 2015 p. 10; Lawrence 
III, Matsuda, Delgado, & Crenshaw, 1993). Not all groups are 
included in the concept; it is usually reserved to cover hateful 
speech directed towards attributes associated with members of 
historically oppressed (minority) groups (cf. Lawrence III et al., 
1993).

Hate speech reflects negative stereotypes, prejudice and 
stigma, and is based on perceptions of boundaries and hierar-
chies between groups. It builds on a rhetoric of exclusion, fear 
and contempt for individuals and groups that are deemed to be 
different, and can be seen as a way of ‘doing difference’ (cf. Perry, 
2001). The purpose is to guard and highlight the boundaries 
between groups, and remind groups and individuals who 
are  seen as ‘other’ of their rightful place in the social hierar-
chy  (Nilsen, 2014; Perry, 2001). Thus, in understanding and 
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defining what hate speech is, it is central not only to look at the 
rhetoric and tone of the message, but also at what grounds the 
speech is directed towards.

Historically there has been a high degree of acceptance of 
racist expressions and discrimination, but after World War II, 
and in particular since the 1960s, the general trend is that 
European countries have brought hate speech under increas-
ingly more stringent regulation; the USA remains one of the 
very few countries to resist the trend to ban hate speech (Bleich, 
2011; Parekh, 2006). National and international legislation 
employ different definitions of hate speech (Gagliardone et al., 
2015). The Norwegian Penal Code section 185 protects against 
hateful or discriminatory speech about persons or groups of 
persons because of their a) skin colour or national or ethnic ori-
gin, b) religion or life stance, c) homosexual orientation, or d) 
disability. Thus, in Norway, for an utterance to be defined as hate 
speech in judicial terms it must be directed towards one of these 
group-based identities (also referred to as protected grounds). 
This does not imply that hateful utterances directed towards 
members of others groups are necessarily lawful, but that these 
must rather be tried in relation to other laws, such as laws on 
threats, discrimination, defamation, etc. (see Wessel-Aas, 
Fladmoe, & Nadim, 2016).

In popular debates hate speech is often understood in a broa-
der sense than legal definitions, and the concept is used to refer 
to a wide spectre of phenomena, from online bullying and 
aggressive and intolerant statements in public, to racism and 
threats towards individuals (Gagliardone et al., 2015; Sunde, 
2013 p. 42; Waldron, 2012 p. 34). For a sociological approach to 
hate speech that aims to understand and empirically study 
the phenomenon, it is fruitful to expand the understanding of 
hate  speech from its strict legal understanding. First, it is 
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methodologically challenging to restrict empirical studies of 
hate speech to a legal definition. Second, and more substantially, 
the distinction between criminal and lawful speech is not clear-
cut, and expressions that are not covered by the legal definition 
can also have negative consequences for individuals and society 
at large.

The definition of hate speech can be extended from the legal 
version regarding both of the key features in the definition. First, 
a broader understanding of hate speech can include other 
grounds than those protected by law. The grounds that are offe-
red legal protection against hate speech are a reflection of histo-
rical struggles for group recognition, but they do not necessarily 
mirror who is most exposed to hate speech or the consequences 
such speech has for different groups. The creation of group 
boundaries and hierarchies is an ongoing process, and there are 
ongoing debates about whether other groups should be inclu-
ded in definitions of hate speech (Jenness, 2003; Maher, 
McCulloch, & Mason, 2015; McPhail, 2002). In the popular 
understanding of hate speech, the term is often not restricted to 
speech directed towards group attributes at all. Second, a legal 
understanding of hate speech necessarily needs defined criteria 
distinguishing expressions that are sufficiently harmful in their 
tone and style to be considered unlawful from those that are not. 
Such criteria can be difficult to adhere to in empirical investiga-
tions. Third, Section 185 in the Norwegian Penal Code limits its 
definition of hate speech to speech that is expressed in public or 
in the presence of others. Empirically, it is also relevant to 
include direct messages to individuals. We wish to emphasize 
that while we are arguing for employing a broader understan-
ding of hate speech in empirical research, this is not in itself an 
argument for expanding the regulation or legal definition of 
hate speech.
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In this chapter, we reserve the term hate speech for hateful 
expressions that are directed towards potentially vulnerable 
groups. In the empirical analyses we will measure hate speech 
using different definitions of the phenomenon, distinguishing 
between a ‘protected grounds’ definition that is restricted to 
hateful speech directed at the grounds protected by the 
Norwegian Penal Code, and an ‘expanded definition’ also inclu-
ding other characteristics related to people’s identities. We also 
measure experiences with hateful messages directed towards 
other types of grounds, further from the conventional under-
standing of hate speech.

Targets of hate speech
As mentioned above, hate speech is understood as persecutory, 
hateful and degrading speech directed towards historically 
oppressed groups or individuals, based on their (perceived) 
group attributes (cf. Lawrence III et al., 1993). Hate speech can 
be understood as an expression of prejudice, stereotypes and 
perceptions of differences and hierarchies between groups (cf. 
Chakraborti & Garland, 2015; Perry, 2001). Thus, the targets of 
hate speech are first and foremost members of minority groups. 
But also more general (majority) group attributes, such as gen-
der, may be targeted.

There has been little empirical research that specifically exa-
mines experiences and the prevalence of hate speech. One of 
the few studies that provides information about which group 
attributes hate speech is directed towards, is Hawdon and col-
leagues’ (2015) international comparison of experiences with 
hate speech among young adults in the USA, the UK, Germany 
and Finland. They asked survey respondents whether they had 
witnessed hate speech online, and if so, what grounds the hate 
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speech was directed towards. Hatred towards ethnicity and 
sexual minorities were the most common forms of hate speech 
observed in all four countries. Ethnicity accounted for bet-
ween 48 percent (Germany) and 67 percent (Finland) of the 
hate speech observed in the four countries. Religion was also 
high on the list in all the countries. Hatebase, a database that 
gathers instances of hate speech globally, similarly finds that 
ethnicity and nationality are the most common targets for hate 
speech, and indicates that there has been a clear increase in 
hate speech based on religion and class background (Hatebase, 
2016). Hawdon and colleagues’ comparative study further 
found large national differences regarding hate speech direc-
ted towards gender. Gender was a much more common ground 
for the observed hate speech in the UK than in the other three 
countries included in the study (Hawdon et al., 2015 p. 34).

Based on existing research and the insight that hate speech 
reflects prejudice, stereotypes and group hierarchies in society 
at large, our expectation is that people with immigrant back-
grounds will be especially at risk for receiving hate speech. Thus, 
our first hypothesis is:

H1: People of immigrant background are to a larger extent exposed 
to hate speech than other individuals.

However, there is a difference between the groups of indivi-
duals having the most experiences receiving hate speech, and 
which grounds the hate speech is directed towards. For instance, 
studies of individuals’ experiences with online harassment and 
with receiving unpleasant and degrading comments indicate 
that group differences in exposure to these phenomena are not 
necessarily large, but that the content of the comments received 
by different groups varies considerably (Midtbøen & Steen-
Johnsen, 2016; Pew Research Center, 2014).
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Hate speech as a silencing mechanism
Hate speech is found to have a range of consequences for indivi-
duals, such as fear and other emotional symptoms, lowered self-
esteem, loss of dignity, and withdrawal from the public –both 
physically and in terms of participation in public debate 
(Boeckmann & Liew, 2002; Boeckmann & Turpin-Petrosino, 
2002; Eggebø, Sloan, & Aarbakke, 2016; Gelber & McNamara, 
2016; Herek, Cogan, & Gillis, 2002; Leets, 2002; Midtbøen & 
Steen-Johnsen, 2016; Pew Research Center, 2014). All instances 
of hate speech will of course not have these consequences, but 
the empirical studies demonstrate that hate speech can produce 
such outcomes.

In this chapter we examine one possible consequence of recei-
ving hate speech, namely discouraging people from voicing 
their opinions publicly. One puprose of hate speech is to incite 
fear in the groups targeted, and to remind those who are consi-
dered ‘different’ or ‘other’ of where they belong (cf. Perry, 2001). 
If hate speech works to silence its targets, it can be seen to pose 
a social boundary on free speech. Furthermore, if certain groups 
are more likely than others to refrain from voicing opinions 
publicly due to experiences with hate speech, hate speech is 
potentially a democratic problem. A precondition for an enligh-
tened democratic debate is that all group-based interests are 
represented in public discourse (cf. Phillips, 2009).

The idea that hate speech is more harmful than other types of 
negative and unpleasant expressions, is part of the rationale for 
passing legislation against this specific type of speech. Also 
some researchers hold that hate speech can have more adverse 
consequences than other types of negative speech (Boeckmann 
& Liew, 2002; Herek et al., 2002). Boeckmann and Liew (2002) 
find that hate speech produces stronger emotional responses in 
the recipients than do other forms of degrading speech. Based 



chap ter 2

54

on a study of sexual minorities, Herek and colleagues (2002) 
argue that even less severe expressions of hostility against mino-
rities can be experienced as traumatic because minorities are 
very aware of the violence and injustice members of their group 
have been subject to. The argument is that since hate speech 
triggers the awareness of belonging to a vulnerable group, it 
incites more fear than other types of negative speech.

Furthermore, because hate speech is not only directed towards 
individuals, but is also – intentionally or not – targeted against 
groups, it can have consequences beyond the individuals targe-
ted. Because the content of hate speech is based on certain group 
attributes of an individual, publicly expressed utterances also 
send a signal to other individuals with similar attributes 
(Bell,  1998; Kunst, Sam, & Ulleberg, 2013; Perry, 2014). For 
members of a minority group, perceptions of other members’ 
experiences – and consequently knowledge about the risk of 
being subject to the same oneself – can incite fear, even if they 
themselves have no personal experiences with hate speech 
(Gelber & McNamara, 2016 p. 327; Perry, 2001).

Does receiving hate speech discourage people from publicly 
expressing their opinions? A Norwegian study found that, com-
pared to the majority population, ethnic minorities are substan-
tially more prone to become cautious about expressing their 
opinions after experiencing harassment. While 19 percent of the 
majority population reported that receiving unpleasant or degra-
ding comments has caused them to be more cautious in expres-
sing their opinions, 36 percent of respondents with immigrant 
backgrounds reported the same (Midtbøen & Steen-Johnsen, 
2016). However, this study did not examine the significance of 
the content of the messages, i.e. whether hate speech directed 
towards legally protected grounds have more adverse consequ-
ences compared to messages directed towards other grounds.
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Based on a review of previous research on the consequences 
of hate speech, our second hypothesis is:

H2: Hate speech directed towards legally protected grounds (i.e. skin 
colour, nationality, ethnicity, religion or life stance, homosexual 
 orientation, or disability) has more adverse consequences, in terms 
of discouraging the expression of opinions publicly, than other types 
of negative speech.

Data and method
We rely on a web-based survey, carried out in June 2016 as part 
of the project Social Media in the Public Sphere (SMIPS). The 
sample consists of 5054 respondents, drawn from TNS Gallup’s 
access panel (response rate: 44.6 %). Members of this panel are 
recruited by means of random sampling through the National 
Register, and no self-recruitment is allowed.

A limitation of using survey data to study the prevalence of 
hate speech is that we rely on subjective assessments. Different 
respondents may understand what constitutes a ‘hateful mes-
sage’ differently. In effect, the empirical results must be interpre-
ted precisely as subjective assessments of hate speech. In the 
following we describe the variables used in the analyses.

Dependent variable 1: Personal experience 
with hate speech
In order to assess personal experiences with hate speech, 
respondents were first asked if they themselves had received 
hate speech via social media, and second towards what 
grounds these messages were most often directed. In the sur-
vey, ‘hate speech’ (hatefulle ytringer) was defined as 
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statements that are ‘degrading, threatening, harassing, or 
stigmatizing’, but the question did not specify any particular 
grounds. The term hate speech (hatefulle ytringer) does not 
function as a synonym for racist or discriminatory speech in 
the Norwegian context, as it more commonly does in the 
American context. Rather it is predominantly understood as 
containing very negative expressions, without necessarily 
being related to an individual’s group attributes. Thus, the 
first question captures what respondents themselves perceive 
as hate speech in general terms, allowing for hateful utteran-
ces beyond the legal definition.

In order to be able to distinguish between different defini-
tions of hate speech, the second question asked what the recei-
ved hateful statements were most often directed towards. It was 
possible to select one or more attributes from a list of 13. The list 
included grounds protected by the Norwegian Penal Code (skin 
colour, nationality, ethnicity, religion, sexual orientation, and 
disability), in addition to other potentially relevant attributes 
such as gender, content of one’s argument, political views, etc. In 
effect we can distinguish between hate speech directed towards 
grounds protected by the Norwegian Penal Code on the one 
hand, and other types of unpleasant messages perceived as hate 
speech, on the other.

Dependent variable 2: reluctance to 
express opinions
In order to assess reluctance to express personal opinions publi-
cly, we rely on a follow-up question of whether experiences with 
receiving hate speech have caused the respondents to be more 
cautious in public debates: ‘After experiencing hate speech, have 
you become more reluctant to express opinions publicly?’
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Independent variables
We include the same set of independent variables across diffe-
rent analyses: gender (female=1), age, education (university/
college=1), political left-right orientation (1-11), and propensity 
to share personal opinions on the internet (1: Never – 4: Often). 
Additionally, initial inspections of the data suggested that poli-
tical ideology is not linearly related to receiving hate speech, but 
rather that the relationship is curvilinear – that people on the far 
left and far right are most likely to have received what they per-
ceive as hate speech. In order to capture this relationship we 
include squared transformations of the left-right scale. Finally, 
we include a dummy variable distinguishing between the majo-
rity population and respondents with immigrant backgrounds 
(=1). Following the definition employed by Statistics Norway 
(see for instance Egge-Hoveid & Sandnes, 2015), this variable 
includes both people born abroad and people born in Norway of 
two foreign-born parents. Unfortunately, we have limited infor-
mation about the country of origin of respondents with immi-
grant backgrounds. Descriptive statistics for the independent 
variables are summarized in Table 2.1.

As shown in Table 2.1 women, young people, and low educa-
tion levels are somewhat underrepresented in the sample. We 
therefore employ sampling weights in all analyses.

Results
We present our results in two steps. First, we estimate the num-
ber of people who have experienced hate speech, how the num-
ber varies according to different definitions of the phenomenon, 
and how the estimates vary among different subgroups. Second, 
we explore how different types of hate speech may discourage 
people from expressing opinions publicly.
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experiences with hate speech
Table 2.2 displays the number of respondents who reported that 
they had experienced what they perceive as hate speech via 
social media, and what these messages were usually directed 
towards. The table distinguishes between respondents with 
immigrant and non-immigrant backgrounds.

The table shows that 7.2 percent of the full sample reported 
having received what they perceived as hate speech. However, 
the results suggest that the content of most of these messages 
falls outside conventional definitions of hate speech. Most of the 
reported messages are directed towards the content of one’s 
argument, political standpoint and personality. Fewer respon-
dents mentioned any of the legally protected grounds (ethnicity, 
nationality, skin colour, religion, disability, and sexual orienta-
tion). Each of these characteristics is mentioned by less than 1 
percent of the total population. The fact that the majority of 
messages reported are not directed towards protected grounds, 
shows that the popular comprehension of the concept of ‘hate 

Table 2.1. Independent variables. Descriptive statistics.

Obs Mean Std.dev. Min Max

Gender (female=1) 5054 0.48 - 0 1

Age 5054 51.83 17.74 15 93

Immigrant background 5054 0.06 - 0 1

High school 5054 0.28 - 0 1

Vocational school 5054 0.15 - 0 1

University/College 5054 0.57 - 0 1

Political left-right orientation 5054 6.19 2.25 1 11

Share opinions on the internet 5054 2.04 0.90 1 4

Source: SMIPS (2016).
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speech’ is broader than the legal definition (cf. Gagliardone 
et al., 2015; Sunde, 2013 p. 42; Waldron, 2012 p. 34). Thus, to 
fully capture how people experience hate speech (at least in the 
Norwegian context), it is necessary to employ a rather broad 
definition of the phenomenon.

With regard to respondents’ immigrant background, the table 
shows that immigrants (10.7 percent) more often than 

Table 2.2. Has received what was perceived as hate speech via social media – and 
what these messages were directed towards. Percent.

Non-immigrant 
background

Immigrant 
background

All

Total 7.0 10.7 7.2

The content of the argument 2.9 3.2 2.9

Political standpoint 2.7 3.1 2.7

Personality 2.7 2.4 2.7

Appearance 1.1 1.3 1.1

Gender 1.0 2.3 1.1

Occupation 0.7 1.0 0.7

Nationality 0.4 3.5 0.6

Religion 0.5 2.3 0.6

Education 0.5 0.0 0.5

Disability 0.4 0.8 0.4

Skin colour 0.3 1.5 0.4

Sexual orientation 0.4 0.0 0.3

Ethnicity 0.1 2.5 0.2

Other 0.6 0.1 0.6

Don’t know 0.5 0.0 0.5

n (unweighted) 4767 287 5054

Source: SMIPS (2016). Light blue shading: significant difference (p<0.05) between respondents with 
immigrant and non-immigrant backgrounds.
NOTE: Weighted according to gender, age, and education.
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non-immigrants (7.0 percent) report having experienced what 
they perceive as hate speech. Furthermore, the grounds the 
received hate speech is directed towards differs. More immi-
grants than non-immigrants report hate speech directed towards 
gender, nationality, religion, skin colour, and ethnicity.

In order to distinguish between different forms of hate speech 
and other unpleasant messages, we categorized the experiences 
according to three different definitions of the phenomenon.1 
Protected grounds include experiences with hate speech directed 
towards grounds that are covered by Section 185 of the 
Norwegian Penal Code, i.e. ethnicity, nationality, skin colour, 
religion, disability, and sexual orientation. The second group 
(expanded definition) includes the same attributes as the first 
definition, but adds those who had experienced what they per-
ceived as hate speech directed towards gender, personality, and 
appearance, which are all characteristics related to people’s iden-
tities. Finally, in a third ‘rest category’ (Other) we grouped mes-
sages directed exclusively towards the content of the argument, 
political standpoint, occupation, education, other, and ‘don’t 
know’. This category thus includes comments that are further 
from the conventional understanding of hate speech. Table 2.3 
sums up the share of non-immigrants and immigrants who 
reported having received what they perceived as hate speech, 
grouped by the three definitions.

The table shows that in total about 2 percent of the population 
have received what they perceive as hate speech directed towards 
protected grounds. When expanding the definition to include 
other characteristics related to personal identities, personality, 
gender and appearance (Expanded definition), the share 

1 This differentiation between different types of unpleasant expressions is based on 
which grounds or content the expressions are directed towards. We do not have 
information about the tone or style of the messages. 
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reporting having received hate speech increases to 4.4 percent of 
the full sample. Finally, 2.8 percent of the full sample reported 
having received what they perceived as hate speech, but only 
directed towards other characteristics, such as the content of 
one’s argument and political standpoint.

We see that a relatively large share of the reported experiences 
with hate speech fall outside a conventional (legal or academic) 
understanding of hate speech, as they do not refer to speech 
directed towards group attributes in any sense. Thus, a substan-
tial share of what the respondents report as hate speech should 
rather be understood as more general unpleasant experiences 
with online harassment. This underlines the ambiguity of the 
concept of hate speech in the general public, and illustrates how 
subjective perceptions of hate speech are broader than the legal 
definition.

We hypothesised (H1) that people of immigrant background 
would be more exposed to hate speech than other individuals. 

Table 2.3. Has received what was perceived as hate speech via social media. 
Different definitions. Percent.

Definition Non-immigrant background Immigrant background All

Protected grounds 1.6 7.0 1.9

Expanded 
definition

4.2 7.8 4.4

Other 2.8 2.9 2.8

Total 7.0 10.7 7.2

n 4767 287 5054

Source: SMIPS (2016). Light blue shading: significant difference (p<0.05) between respondents with 
immigrant and non-immigrant backgrounds.
NOTE: ‘Protected grounds’ include religion, ethnicity, skin colour, nationality, sexual 
orientation, and disability. ‘Expanded definition’ includes in addition personality, gender, and 
appearance. ‘Other’ includes the content of the argument, political standpoint, occupation, 
education, other, and don’t know. Weighted according to gender, age, and education.
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With one exception, the results in Table 2.3 give initial support 
to this hypothesis. As would be expected, more immigrants 
(7  percent) than non-immigrants (1.6 percent) have received 
what they perceive as hate speech directed towards protected 
grounds. The difference between these two groups is reduced 
when expanding the definition to also include, gender, appea-
rance and personality (7.8 vs 4.2 percent), but the difference is 
still statistically significant. However, considering unpleasant 
messages directed towards other attributes, the data suggests no 
difference between immigrants (2.9 percent) and non-immi-
grants (2.8 percent).

Descriptive statistics thus gave initial support to H1. The ques-
tion is whether or not this relationship holds when controlling for 
other relevant factors. In order to test this we estimated two logis-
tic regression models for each definition. Model (1) controls for 
gender, age, immigrant background, education, political ideology 
and political ideology squared. Model (2)  adds propensity to 
share personal opinions on the internet. The dependent variable 
is ‘has received [what respondents perceive as] hate speech’ 
(1=‘yes’, 0=‘no’). Odds ratios from the regression models are sum-
marized in Table 2.4. Ratios above ‘1’ indicate a positive relations-
hip, while ratios below ‘1’ indicate a negative relationship.

Controlling for a host of other factors, we see that the 
hypothesized relationship between experiences with hate 
speech and immigrant background is less clear-cut. Narrowing 
the definition of hate speech to protected grounds, there is a 
clear tendency that respondents with immigrant backgrounds 
are more exposed to hate speech compared to the majority 
population. Even controlling for propensity to share personal 
opinions on the internet (model 2), respondents with an immi-
grant background are almost four times (odds ratio=3.8) as 
likely as non-immigrants to have received hate speech directed 
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towards protected grounds. This is not surprising considering 
that several of these grounds – nationality, ethnicity, skin 
colour – are more relevant to the immigrant population than 
to the majority population.

If we expand the definition of hate speech to also include per-
sonality, gender and appearance, the difference between respon-
dents with immigrant backgrounds and non-immigrant 
background is reduced. The odds coefficient is still positive, 

Table 2.4. Has experienced [what respondents perceive as] hate speech via social 
media. Logistic regression. Odds.

Protected 
grounds

Expanded 
definition

Other

(1) (2) (1) (2) (1) (2)

Female (ref=male) 0.47** 0.52* 0.80 0.89 0.55** 0.61*

Age 0.95*** 0.95*** 0.96*** 0.96*** 0.99 0.99

Immigrant background 4.44*** 3.80*** 1.78† 1.45 0.96 0.79

Vocational school 
(ref=high school)

0.51 0.51 0.52* 0.51* 1.10 1.08

Higher education 
(ref=high school)

0.79 0.84 0.81 0.84 0.74 0.72

Left-right scale 0.56* 0.83 0.60** 0.85 0.84 1.15

Left-right scale (squared) 1.05* 1.02 1.04** 1.02 1.01 0.98

Share opinions on the 
Internet

2.99*** 2.91*** 2.58***

Constant 0.72 0.02 1.05 0.03 0.14 0.005

Pseudo r2 .125 .205 .072 .165 .019 .093

n 5054 5054 5054 5054 5054 5054

Source: SMIPS (2016). Sig: †≤0.1 *≤0.05 **≤0.01 ***≤0.001.
NOTE: ‘Protected grounds’ include religion, ethnicity, skin colour, nationality, sexual 
orientation, and disability. ‘Expanded definition’ includes in addition personality, gender, and 
appearance. ‘Other’ includes the content of the argument, political standpoint, occupation, 
education, other, and don’t know. Weighted according to gender, age, and education.
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indicating that immigrants are also somewhat more exposed to 
hate speech according to the expanded definition. But when we 
introduce propensity to share personal opinions on the internet 
(model 2), the difference is no longer statistically significant. 
This might be due to the fact that few respondents have experi-
enced what they perceive as hate speech. Nevertheless, based on 
this survey we must conclude that the majority population and 
respondents with immigrant backgrounds are equally exposed 
to this expanded definition of hate speech.

Finally, considering unpleasant messages directed towards 
other attributes, the data suggests that immigrants are less expo-
sed to such messages (odds coefficient is below 1). Again, 
however, the difference is not statistically significant.

In other words, if we only consider hate speech directed 
towards legally protected grounds the first hypothesis (H1) is 
clearly supported. However, if we instead employ wider defini-
tions of hate speech, that are perhaps closer to the popular 
understanding of the concept, H1 is not supported.

The results in Table 2.4 also reveal some other noteworthy fin-
dings. Men are more likely than women to have experienced what 
they perceive as hate speech directed towards protected grounds, 
and also to have experienced unpleasant messages directed towards 
other attributes. However, the gender difference is insignificant 
when messages targeted at gender, appearance and personality are 
included (expanded definition). The reason is obvious: Women are 
more likely than men to have received what they perceive as hate 
speech directed towards gender as an attribute (see Table 2.2). 
Furthermore, young people are more likely than older people to 
have received hate speech, but level of education is more or less irre-
levant. People who place themselves on the far ends of the political 
left–right scale are more exposed to hate speech compared to poli-
tical moderates. This relationship does however disappear when we 
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introduce propensity to share personal opinions on the internet 
(model 2). A probable explanation is that radicals, on either side of 
the political spectrum, are, on average, more politically active than 
moderates, leading them to engage in more heated discussions in 
social media. In general, propensity to share personal opinions is a 
very strong predictor for the likelihood of receiving hate speech. 
The odds of receiving hate speech directed towards protected 
grounds increases by about 3 for each increase on the four-point 
scale of propensity. Thus, the more active you are in debates on the 
internet, the more exposed you become to hate speech.

To sum up this first empirical part, about 7 percent of the 
sample reported having received what they perceived as hate 
speech through social media. These utterances were most often 
directed towards characteristics other than those covered by 
Section 185 of the Norwegian Penal Code, but rather directed 
towards the content of the argument, political standpoint and 
personality. About 2 percent have received hate speech directed 
towards legally protected grounds. When we expanded the defi-
nition to also include gender, appearance, and personality, 4-5 
percent of the sample reported having received hate speech. 
Finally, we saw that people with immigrant backgrounds are 
much more exposed to hate speech directed towards legally pro-
tected grounds than non-immigrants, but non-immigrants are 
equally exposed to (what they perceive as) hate speech and 
unpleasant messages directed towards other attributes.

Discouragement from expressing opinions 
publicly
Next, we look at one possible consequence of receiving hate 
speech, namely discouragement from expressing opinions 
publicly. As in the previous section we distinguish between 
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three definitions of hate speech: protected grounds, expanded 
definition, and other. The following analyses are based only on 
those respondents who had experienced hate speech, and con-
sequently the number of observations is limited and the results 
must be treated with caution.

Table 2.5 shows the answer distribution on the question of 
whether respondents who had received hate speech would be 
more cautious to express their opinions in public.

We hypothesized (H2) that hate speech directed towards 
legally protected grounds has more adverse consequences, in 
terms of discouragement from expressing opinions publicly, 
than other types of negative speech not directed towards mino-
rity group characteristics. This hypothesis is not supported by 
the results in Table 2.5. The results rather suggest that on the 
aggregated level the consequences are the same regardless of 
what kind of hate speech you measure: Across definitions more 
than one fourth of the respondents answered that they will 
indeed be more cautious when expressing their opinions in 
public. About two thirds said they would not be more cautious, 

Table 2.5. Discouragement from expressing opinions publicly after experiencing 
hateful messages via social media. Percent.

Protected 
grounds

Expanded 
definition

Other

Yes 27.2 26.4 30.0

No 66.3 67.1 59.0

Don’t know 6.5 6.5 11.0

n (unweighted) 73 179 127

Source: SMIPS (2016).
NOTE: ‘Protected grounds’ include religion, ethnicity, skin colour, nationality, sexual 
orientation, and disability. ‘Expanded definition’ includes in addition personality, gender, and 
appearance. ‘Other’ includes the content of the argument, political standpoint, occupation, 
education, other, and don’t know. Weighted according to gender, age, and education.
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whereas the rest answered that they do not know. Differences 
across definitions of hate speech are not statistically significant. 
As such, these findings suggest that any experience with what 
one perceives as hate speech may lead to a retreat from public 
debates, and that hate speech directed towards protected 
grounds may not have more negative democratic consequences 
than other similarly unpleasant messages.

Aggregations may however hide important group variations. 
One can argue that hate speech and other unpleasant messages 
only have democratic consequences if particular groups are 
more likely than others to be silenced. We therefore end the 
empirical investigation by exploring variations in willingness to 
express opinions among different groups of respondents. As in 
the previous section, Table 2.6 summarizes results from two 
logistic regression models for each definition. Model (1) con-
trols for gender, age, immigrant background, education, and 
political ideology (and political ideology squared), while model 
(2) adds propensity to share personal opinions on the internet. 
The dependent variable is ‘experience with hate speech will limit 
willingness to express opinions’ (1=‘yes’, 0=‘No/Don’t know’).

The results in Table 2.6 suggest that H2 may hold for some 
segments of the population, most notably women. Across defi-
nitions, the regression models clearly suggest that women are 
more likely than men to state that experiences with hate speech 
have lead them to be more cautious in expressing personal opi-
nions. However, the magnitude of the gender difference varies: 
women who have received hate speech directed towards protec-
ted grounds are about 5 times more likely than men to state that 
they will be more cautious. One could have expected that women 
experiencing hate speech directed towards gender, appearance, 
or personality, in addition to the protected grounds, would be 
even more affected. This is however not the case. By expanding 
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the definition to also include these three attributes, the odds 
coefficient is reduced. The gender difference is however still 
sizeable: women are about 3 times more likely than men to state 
that they will be more cautious after having received hate speech 
according to the expanded definition. Finally, the gender diffe-
rence is reduced even more when regressing hate speech direc-
ted towards other characteristics that are further from 

Table 2.6. Discouragement from expressing opinions publicly after experiencing 
hateful messages via social media. Logistic regressions. Odds ratio.

Protected 
grounds

Expanded 
definition

Other

(1) (2) (1) (2) (1) (2)

Female 5.05* 4.92* 3.50** 3.56** 2.50† 2.46†

Age 1.04† 1.07† 1.02† 1.03** 0.98 0.98

Immigrant 
background

3.56 2.99 2.42 2.41 1.75 2.04

Vocational school 
(ref=high school)

0.53 0.38 1.19 1.26 0.41 0.48

Higher education 
(ref=high school)

1.83 2.06 1.03 1.06 1.07 1.05

Left-right scale 0.38† 0.34* 0.56† 0.47* 1.27 1.09

Left-right scale 
(squared)

1.06 1.07† 1.04 1.05* 0.97 0.98

Share opinions on 
the Internet

0.47 0.54*** 0.66

Constant 0.65 4.44 0.44 2.74 0.65 2.83

Pseudo r2 .273 .308 .105 .141 .075 .094

n 73 73 179 179 127 127

Source: SMIPS (2016). Sig: †≤0.1 *≤0.05 **≤0.01 ***≤0.001.
NOTE: ‘Protected grounds’ include religion, ethnicity, skin colour, nationality, sexual 
orientation, and disability. ‘Expanded definition’ includes in addition personality, gender, and 
appearance. ‘Other’ includes the content of the argument, political standpoint, occupation, 
education, other, and don’t know. Weighted according to gender, age, and education.
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characteristics related to personal identities, and remains 
 significant only at the 0.1 level. In other words, relative to men, 
the consequences for women seem to be strongest when recei-
ving hate speech directed towards legally protected grounds 
(religion, ethnicity, skin colour, nationality, sexual orientation, 
and disability). Thus, for women, it does seem to matter what 
type of hate speech they receive.

Respondents’ immigrant backgrounds are not statistically 
significant related to reluctance to express personal opinions 
publicly. Considering hate speech directed towards protected 
grounds, the size of the odds coefficients are substantial 
(odds=3), suggesting that immigrants are more affected by these 
utterances. However, due to few respondents the differences are 
not statistically significant.2 Combining these findings with 
other recent studies (Midtbøen & Steen-Johnsen, 2016; Nadim, 
Fladmoe, & Wessel-Aas, 2016), we do however see clear indica-
tions that people of immigrant background in Norway are more 
affected by hate speech directed towards protected grounds than 
the majority population.

Summing up this final empirical section, we have seen that on 
the aggregate level the consequence of hate speech in terms of 
discouragement from expressing opinions publicly seems to be 
similar irrespective of what grounds the hate speech is directed 
towards. However, there are indications that women and people 
of immigrant background are more likely than men and the 
majority population to be affected by hate speech directed 
towards protected grounds. It is however important to treat the 
results in this final section with caution, as the number of 

2 Of the 73 respondents who had been exposed to hate speech directed towards pro-
tected grounds, 14 had immigrant backgrounds. 7 (50 percent) of these said they 
would be more cautious. 18 (31 percent) of the 41 majority respondents gave a 
similar answer.
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respondents is limited. More research is still needed in order to 
understand the consequences of experiencing different forms of 
hate speech and unpleasant comments.

Discussion and conclusion
The empirical analyses in this chapter were motivated by two 
research questions: (1) Which groups are most exposed to hate 
speech?, and (2) Are people who have experienced hate speech 
directed towards legally protected grounds more reluctant to 
express opinions publicly, compared to people who have experi-
enced other types of negative comments? Survey data from 
Norway suggested that people with immigrant backgrounds are 
more exposed to hate speech directed towards grounds that are 
protected by the Norwegian General Civil Penal Code (skin 
colour or national or ethnic origin, religion or life stance, homo-
sexual orientation, and disability), but that non-immigrants are 
equally exposed to hateful messages directed at other grounds, 
such as gender, appearance, political viewpoints, etc. It is especi-
ally people who often share personal opinions on the internet 
who are vulnerable to hateful and other unpleasant messages.

Several scholars have argued that hate speech directed at pro-
tected grounds have more severe consequences compared to 
other forms of negative speech (e.g. Boeckmann & Liew, 2002; 
Herek et al., 2002). One explanation for this is that since hate 
speech triggers the awareness of belonging to a vulnerable group 
it incites more fear than other types of negative speech (Herek et 
al., 2002). We tested this claim on one possible consequence, 
namely discouragement from expressing opinions in the public. 
We found that a substantial share of those who had received 
hate speech were indeed discouraged from expressing opinions. 
However, contrary to what we expected, on the aggregated level 
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the analyses showed that reluctance to express opinions publicly 
is more or less on the same numeric level irrespective of what 
grounds the hate speech is directed towards. This suggests that 
negative or derogatory speech may function as a social boun-
dary for free speech irrespective of content – as long as people 
subjectively perceive messages as hateful. Disaggregating the 
general public, we did however see that women and people of 
immigrant background seem to be more strongly affected by 
hate speech directed towards protected grounds, than by other 
types of negative comments (see also Midtbøen & Steen-
Johnsen, 2016; Nadim et al., 2016). A possible interpretation of 
this finding is that women and immigrants, more than men and 
the majority population, see themselves as belonging to vulne-
rable groups, and that they therefore react more negatively to 
messages directed towards group-based identity characteristics. 
This suggests that hate speech, more than other types of negative 
and derogatory speech, can represent a democratic problem in 
that it might silence specific groups and discourage them from 
voicing their opinions publicly. These findings are based on a 
relatively small number of respondents, and a task for future 
research should be to examine more carefully whether hate 
speech is distinct from other types of speech for minority 
groups.

Is hate speech in social media an extensive phenomenon in 
Norway? In the survey analyzed in this chapter, 7 percent said 
they had experienced what they perceived as hate speech, and 2 
percent had experienced hate speech directed towards protected 
grounds. These are small numbers, and, as such, one may view 
hate speech as a marginal phenomenon. Such an interpretation 
is, however, problematic. First, the legal definition of hate speech 
aims at protecting vulnerable minorities. Minorities obviously 
make up a limited share of the total population, and by 
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analyzing a national representative sample the number of 
respondents with any type of minority background will be limi-
ted. Indeed, if we only look at respondents with immigrant 
backgrounds about 7 percent reported that they had experien-
ced hate speech directed towards protected grounds, and the 
regression models also suggested that – all else equal – this 
group was almost four times as likely as non-immigrants to have 
experienced such speech. A second objection is that hate speech 
can have consequences not only for those who receive messages 
directly, but also for those who observe the messages (Bell, 1998; 
Kunst et al., 2013; Perry, 2014). A comparative study of young 
adults in the US, UK, Germany, and Finland, found that bet-
ween 30 (Germany) and 50 percent (USA) had during the past 
three months witnessed ‘writings or speech online, which inap-
propriately attacked certain groups of people or individuals’ 
(Hawdon et al., 2015). Thus, although few people have direct 
experience with receiving hate speech, it appears to be relatively 
common among young adults to have witnessed it. Observing 
hate speech can also incite fear among individuals who are not 
directly targeted, because it highlights the risk of being subjec-
ted to it (Gelber & McNamara, 2016 p. 327; Perry, 2001).

Hate speech brings the question of boundaries of freedom of 
speech to the fore. This chapter has illustrated how hate speech 
and other unpleasant messages can represent social boundaries 
to the exercise of free speech. Empirical evidence suggests that a 
substantial number of individuals who receive hateful messages, 
become reluctant to express opinions publicly. One purpose of 
hate speech is to incite fear in the groups targeted, and fear can 
be an effective silencing mechanism. Hate speech as a response 
to an individual’s public expression of opinions, is an attack on 
the legitimacy of that person’s position as an equal member in 
public debate (see also Enjolras, ch. 10). If certain groups are 



s ilenced by hate?

73

systematically silenced, hate speech ultimately has democratic 
consequences. Legal regulation of hate speech does, however, 
also represent (potential) boundaries on freedom of speech. 
Where to draw the line between freedom of speech and protec-
tion against hate speech is a delicate balance, and it is ultimately 
a political and normative question.
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